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Introduction
Peptides, short chains of amino acids typically under 50 residues, play vital roles in 
various cellular functions. Many function as hormones (e.g., insulin and oxytocin) [1], 
regulate cell signaling (e.g., signal peptides and proline-rich peptides), or contribute 
to defense mechanisms (e.g., antibiotics and antimicrobial peptides) [2]. Their diverse 
biological activities underscore the potential of peptide design for applications such as 

Abstract 

Binding proteins play a crucial role in biological systems by selectively interacting 
with specific molecules, such as DNA, RNA, or peptides, to regulate various cellular pro-
cesses. Their ability to recognize and bind target molecules with high specificity makes 
them essential for signal transduction, transport, and enzymatic activity. Traditional 
experimental methods for identifying protein-binding peptides are costly and time-
consuming. Current sequence-based approaches often struggle with accuracy, 
focusing too narrowly on proximal sequence features and ignoring structural data. This 
study presents Deep-ProBind, a powerful prediction model designed to classify protein 
binding sites by integrating sequence and structural information. The proposed model 
employs a transformer and evolutionary-based attention mechanism, i.e., Bidirectional 
Encoder Representations from Transformers (BERT) and Pseudo position specific 
scoring matrix -Discrete Wavelet Transform (PsePSSM -DWT) approach to encode 
peptides. The SHapley Additive exPlanations (SHAP) algorithm selects the optimal 
hybrid features, and a Deep Neural Network (DNN) is then used as the classification 
algorithm to predict protein-binding peptides. The performance of the proposed 
model was evaluated in comparison with traditional Machine Learning (ML) algorithms 
and existing models. Experimental results demonstrate that Deep-ProBind achieved 
92.67% accuracy with tenfold cross-validation on benchmark datasets and 93.62% 
accuracy on independent samples. The Deep-ProBind outperforms existing models 
by 3.57% on training data and 1.52% on independent tests. These results demonstrate 
Deep-ProBind’s reliability and effectiveness, making it a valuable tool for researchers 
and a potential resource in pharmacological studies, where peptide binding plays 
a critical role in therapeutic development.
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modulating cell signaling, developing novel antibiotics, and targeting therapeutic fac-
tors like antibiotic resistance and programmed cell death receptors [3]. As biological 
catalysts, enzymes regulate numerous biochemical processes, and discovering ligands to 
modulate their activity is critical for advancing disease diagnosis and therapy [4, 5]. Pep-
tides are emerging as promising molecules for enzyme modulation due to their chemi-
cal diversity, biocompatibility, and well-established peptide library synthesis methods [6, 
7]. Peptides can influence enzyme activity, modulate receptor responses, and facilitate 
transmembrane transport, offering potential for therapeutic interventions [8]. Binding 
proteins, which selectively interact with peptides and other biomolecules, are funda-
mental to many biological processes, including enzymatic regulation, molecular trans-
port, and immune system function. Their ability to recognize and bind specific targets 
is essential for modulating biochemical pathways and facilitating signal transduction. 
Understanding these interactions is key for designing peptides with enhanced binding 
properties, which can further optimize enzyme modulation and other therapeutic appli-
cations. However, challenges such as peptide size, low binding affinity, and conforma-
tional flexibility complicate the identification and characterization of binding proteins, 
highlighting the need for efficient prediction models [9, 10]. Consequently, developing 
novel, rapid, and precise computing tools is vital, a process revolutionized by recent 
developments in Artificial Intelligence (AI) and Machine Learning (ML).

ML can learn to predict these interactions better when trained on datasets of molecu-
lar libraries comprising ligand structures with their binding affinities, greatly accelerat-
ing chemical discovery [11, 12]. Numerous computational models have recently been 
developed to predict various protein-binding peptides. In predicting protein-binding 
peptides, computational methods generally fall into two broad categories, i.e., struc-
ture-based approaches [13] and sequence-based [14]. Structure-based methods rely on 
the three-dimensional structure of peptides and proteins to analyze molecular interac-
tions, docking simulations, and binding free energy calculations. For instance, GraphP-
PIS [15] (Yuan et al., 2021), GraphBind [16] (Xia et al., 2021), PepNN-Struct [17] (Abdin 
et al., 2020), MaSIF-site [18] (Gainza et al., 2020), and SPPIDER [19] (Porollo and Mel-
ler, 2007). On the other hand, Sequence-based methods utilize peptide sequences and 
extract features such as amino acid composition, physicochemical properties, and evo-
lutionary information to predict binding potential. These models often employ machine 
learning techniques trained on labeled datasets to identify patterns associated with 
binding affinity, i.e., ProNA2020 [20] and pepBCL [21]. Consequently, structure-based 
approaches rely on known tertiary structures, limiting their applicability to proteins with 
experimentally determined structures, which is time-consuming and complex. In con-
trast, sequence-based methods harness the power of Machine Learning (ML) to identify 
meaningful patterns within peptide sequences, enabling accurate predictions of binding 
affinities and interactions. These sequence-based approaches provide high-speed pre-
dictions with minimal computational cost, making them more efficient for large-scale 
analyses.

For instance, Romero-Molina et al. [22] highlight the challenges of virtual screening 
for protein–and protein-peptide interactions, emphasizing the complexity of predict-
ing peptide-binding affinities for drug design. The proposed model, PPI-Affinity, uses 
support vector machine (SVM) models to predict binding affinities and rank mutants, 
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demonstrating its effectiveness on several benchmark datasets. Chandra et al. [23] pro-
posed PepCNN, a deep learning-based model that integrates structural and sequence-
based information. The proposed PepCNN enhances prediction accuracy by integrating 
half-sphere exposure, position-specific scoring matrices, and pre-trained protein lan-
guage model embeddings. Recently, Azim et al. [24] emphasized the potential of pep-
tides for modulating enzyme activity and proposed PepBind-SVM, an ML model for 
predicting protein-binding peptides based on sequential and physicochemical features. 
The proposed model achieves an average accuracy of 89.10% and 92.1% on training and 
independent testing using a new benchmark dataset. These ML algorithms have been 
explored to improve accuracy, but single-layer models struggle with nonlinear datasets. 
Further improvements can be achieved by incorporating transformer and evolutionary-
based attention mechanisms with deep learning algorithms, highlighting the need for 
deep learning models that provide accuracy and interpretability [25].

This study addresses two key challenges in protein binding site prediction: the need 
for a reliable large-scale peptide-binding protein dataset and the development of a novel 
deep learning model. To address these issues, we introduce Deep-ProBind, a novel and 
robust prediction framework designed to accurately identify protein binding sites by lev-
eraging protein sequence and structural information. Deep-ProBind encodes peptides 
using a transformer-based attention mechanism, specifically BERT, and generates evolu-
tionarily informed features through a PsePSSM-DWT (Position-Specific Scoring Matrix 
with Discrete Wavelet Transform) approach. The model combines Word embeddings 
with evolutionary descriptors into a fused vector and optimally selects features using 
the SHAP (Shapley Additive Explanations) algorithm, which enhances interpretability 
and performance. Classification is then performed by a DNN, which enables the model 
to learn complex patterns within the data. Deep-ProBind demonstrated exceptional per-
formance, achieving 92.67% accuracy on benchmark datasets through tenfold cross-val-
idation and 93.62% accuracy on independent samples. It outperformed existing models 
by 3.57% on training data and 1.52% on independent tests, underscoring its reliability 
and superiority. These results position Deep-ProBind as a powerful tool for researchers, 
offering a dependable approach for peptide-binding site prediction. Its effectiveness also 
makes it a valuable resource in pharmaceutical research, where accurate peptide binding 
is crucial for the early stages of therapeutic development.

Framework model
This section presents the design of the proposed model, as seen in Fig. 1, and a thorough 
description of every part of the model is presented to provide a complete understanding.

Benchmark dataset

In bioinformatics and deep learning, selecting suitable training samples is crucial for 
constructing an effective predictive method. The selection of a benchmark dataset sub-
stantially influences the efficacy of a computational model. This work uses a benchmark 
dataset from [24] to verify our computational model for the training and assessment of 
the proposed approach. Initially, sample sequences were extracted for the training data-
set, as depicted in Eq. 1.
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where P represents both protein-binding, i.e., P+ and non-binding peptides, i.e.,P− . We 
selected peptides with a binding affinity score above 0.8 (out of 1) as positive samples 
and those below 0.2 as negative samples. This approach made our dataset more explicit 
by having well-defined positive and negative examples. Peptides with scores between 
0.2 and 0.8 were more complex to classify accurately, so we discarded them to ensure 
our samples were reliable. The goal of this study is to identify protein-binding and non-
binding peptides accurately. After experimenting, we created a balanced training dataset 
with 1600 samples (800 positive and 800 negative) to avoid bias. For testing, we used an 
unbalanced set of 1000 samples to reflect better real-world conditions, i.e., 200 positive 
and 800 negative examples. Non-binding peptides are more common than positive ones; 
furthermore, in the independent dataset, no sequences from the training data were rep-
licated to guarantee the generalization of the training model.

Feature encoding schemes

In this section, we implement feature encoding schemes, as most predictive machine 
learning models require numerical data, which complicates peptide sequence represen-
tation. Feature extraction aids in this process, but choosing the right features is essen-
tial for model accuracy. The encoding must capture the sequence’s structure and key 
characteristics.

Position‑specific scoring matrix (PSSM)

The PSSM is the most geriatric and successful sequence alignment used to contrive the 
distant protein relatives by aligning multiple sequences. The first method, introduced by 
Gribskov et al. [26], captures the residue-level sequence-based similarities and structural 
characteristics using profile-based PSSM. In recent years, PSSM has proven to be an 
efficient predictor for several protein types like antifreeze proteins, RNA-binding pro-
teins, hormone-binding proteins, DNA and interaction or Snare proteins, and various 

(1)P = P+UP−

Fig. 1  Framework of the proposed model
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membrane proteins [27]. PSSM for a protein sequence is computed using PSI-BLAST, 
which encodes the structural and evolutionary information in root symbols for residues 
of biological sequences. These categorical transitions are represented by the amino acid 
substitution scores offered by the matrix, compounding residue transformation prob-
abilities over different residues (A to V, A to W). It reveals residues under evolutionary 
constraint, as positive scores (i.e., those with a higher score) tend to occur frequently 
and be evolutionarily conserved substitutions, and negative scores correspond to rare 
or unlikely substitutions. The PSSM matrix that we denote by M can be mathematically 
expressed as:

where hi,j denoted the residue frequency of a peptide sample’s ith and jth amino acid. L 
indicates the length of a given peptide sequence. Rows in matrix ‘H’ show the corre-
sponding residues of the amino acids in a peptide sample, and columns in the matrix 
denote the twenty amino acids that are mutated. Where hi,j denoted the residue fre-
quency of a peptide sample’s ith and jth amino acid. L denotes the length of a specified 
peptide sequence. The rows of matrix ‘H’ represent the matching residues of amino acids 
in a peptide sample, whereas the columns indicate the twenty altered amino acids. The 
sigmoid function below normalizes the PSSM values (X)0 → 1.

This work employs protein pseudo and DWT methodologies on the PSSM matrix to 
get highly discriminative evolutionary descriptors.

Pseudo‑PSSM

PSSM offers evolutionary insights, whereas variable-length protein sequences constrain 
machine-learning techniques such as SVM, RF, and KNN. Furthermore, PSSM neglects 
order information and association elements. PsePSSM addresses these issues by inte-
grating sequence-order information to compute residue frequencies. PsePSSM applica-
tions include bioinformatics, proteomics, DNA-binding protein systems, and structural 
predictions for non-protein classes [28]. In this investigation, given a protein sequence 
of length L, PsePSSM has dimensions L*20, generated using the PSI-BLAST program to 
query the Swiss-Prot database [29]. Consequently, Pseudo-PSSM (PsePSSM) produces a 
consistent vector length from various peptide samples. PsePSSM computes the average 
score for each amino acid in the PSSM matrix by assessing the correlation between “d” 
residues. The PsePSSM vector for a peptide sample may be expressed as:

where, Pq =
L
∑

i=1

Sp,q
L (q = 1, 2 . . . 20) , Pq  denotes the mean score of all amino acid resi-

dues. Which are mutated to q amino acid in peptide sample ‘S’

(2)H =







h1,1 h1,2 . . .

...
...

...

hL,1 hL,2 . . .

h1,20
...

hL,20







Lx20

(3)PSSM(H) =
1

1+ e−x

(4)PpsePSSM =
[

P1,P2, . . . ,P20,∅ε1,∅ε2 . . . ,∅ε20 . . .∅
lag
1 ,∅lag2 , . . .∅lag20

]T
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where ∅τq is the sequence ordering details of the peptide sample, q represents the amino 
acid, and τ is the contiguous distance.

Discrete wavelet transform (DWT)

DWT was introduced by Nanni et al. [30] to represent biological samples’ frequency and 
residual information. DWT is an efficient signal compression and denoising method that 
disaggregates the amino acid sequence into many levels to uncover its latent features. 
DWT employs many factors to depict the PSSM matrix of a peptide sample as a picture. 
The PSSM image matrix is further partitioned into many levels according to its numeri-
cal coefficients to extract dependable and distinctive characteristics from the peptide 
sequence, which is not readily achieved by sequential encoding [31]. Each level is divided 
into two sub-wavelets: detail coefficients and approximation coefficients. The detailed 
coefficients denote the high-frequency (HF) values, while the approximation coefficients 
signify the low-frequency (LF) values. Prior research indicates that low-frequency com-
ponents have more informational value than high-frequency components. Consequently, 
to examine the low-frequency components that are challenging to extract, we divide the 
LF portion of level-1 into HF1 and LF1 components of the subsequent level to get the 
concealed informative characteristics unattainable in level-1. Consequently, the follow-
ing level of decomposition of the approximation coefficients results in the accumulation 
of highly discriminative features, as seen in Fig. 1. Ultimately, all characteristics (HF, LF) 
of level I and level II (HF1 and LF1) are amalgamated to create a modified feature set.

where S (p, q) denotes the transformation coefficients, y(j) is the input signal, w(j-q/p) is 
the wavelet function and p, q represents the scaling and translation variables. We restrict 
our decomposition to two layers to eliminate noisy and duplicate characteristics. Con-
sequently, after applying two 2-level DWT transformations to the PsePSSM matrix, a 
unique encoding method termed PsePSSM-DWT is established.

Bidirectional encoder representations from transformers (BERT)

Transformer-based models like BERT have made substantial progress in NLP by captur-
ing contextual and semantic relationships [32]. This study uses the BERT architecture to 
extract features from peptide sequences, treating amino acids as words. Specifically, we 
use ProtBERT-BFD, which combines protein-based BERT embeddings with the Big Fan-
tastic Database (BFD) [33] for enhanced feature representation. The peptide sequences 
are tokenized into individual amino acids, with a unique “CLS” token added to represent 
aggregated features for prediction. Each sequence is padded to a fixed length of 200 using 
“PAD” tokens, and a “SEP” token is used to separate sequences. The tokenized sequences 
are transformed into 1024-dimensional feature vectors using global average pooling. These 

(5)∅τq =
1

L− ε

L−τ
∑

i=1

[

Pi,q − P(i+τ ),q

]2
, (q = 1, 2, . . . , 20; τ < L and ε �= L)

(6)S(p, q) =
1
√
p

j

∫
0

y(i)ω

(

j − q

p

)

dj
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extracted features are then fed into the input layer of deep learning models for prediction. 
The overall mechanism of the ProtBERT-BFD model is illustrated in Fig. 2.

Hybrid features

We used ProtBERT-BFD to gather contextual data and semantic associations from the 
peptide sequences. Conversely, the PsePSSM-DWT is used to gather changed evolution-
ary attributes. To augment the discriminative capacity of the training features with superior 
predictive efficacy, we amalgamated the extracted vectors (220D of PsePSSM-DWT and 
1024D of BERT) into a hybrid vector (1244D) by making the necessary adjustments to off-
set the separate vectors’ weaknesses.

SHAP features selection

Decoding the biological import of selected features in machine learning models is some-
times problematic since these algorithms are known as black boxes, and their internal 
workings are complex to understand [34]. Another critical idea in machine learning is the 
data shape; it involves aspects like the organization, size, and arrangement of datasets uti-
lized in a classification or regression function. Some behavioral patterns are exhibited by a 
machine learning algorithm based on the shape of the data sets it consists of. It is beneficial 
during data partition, such as dividing data into training, testing datasets, data normaliza-
tion, and feature selection. Data cleaning is crucial because when data is well structured, 
it can perform optimally, hence the basis for decision-making. Through cooperative game 
theory, SHapley Additive Explanations (SHAP) can provide a solution to explain the contri-
butions of ‘input features’ present in a model. SHAP scores each feature, and this numeric 
value encodes how informative that feature is to resulting decisions. The approach com-
putes the prediction variation when a particular characteristic is included or excluded and 
quantifies its effect on the model [35]. This incremental effect is mathematically formalized 
through Eq. 8, which points out how feature iii impacts the result when interacting with dif-
ferent components of features.

(7)HBP = PsePSSMDWT ∪ BERT BFD

(8)SHAPi(x) = ∅i =
∑

s⊆N {i}

|S|(|N | − |S| − 1)

|N | [f (S ∪ {i})− f (S)]

Fig. 2  ProtBERT-BFD model using word embedding
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where, φi , denotes the SHAP value for the feature i. N  , represents the set of all features. 
S , is a subset of features excluding feature i. f (S) is the model’s prediction given the fea-
tures in S. f (S ∪ {i}) is the model’s prediction given the features in S and feature i.

In this study, we use BorutaSHAP-based wrapper feature selection to identify the most 
influential features from the extracted vector, as it evaluates the contribution of each fea-
ture to model performance [11, 36]. BorutaSHAP enhances the training process by high-
lighting the global importance of features and facilitating the selection of the optimal 
feature set. For our model, we selected the top 125 features from a hybrid feature vector 
with a total dimension of 1244. Figure  3 presents the summarized BorutaSHAP plots 
for the top 10 features, where each row represents a chosen feature. Red points indicate 
high-contributing features, while blue points signify those with lower contributions. The 
horizontal axis represents the SHAP values, with positive values indicating a prediction 
towards protein-binding peptides and negative values suggesting the non-binding pep-
tides class.

Deep architecture

Deep Neural Networks (DNNs) are a sub-classification of ML inspired by the structure 
and functionality of the human brain. DNN architecture involves an input layer, several 
hidden layers, and an output layer in between [37], as shown in Fig. 4.

The hidden layers are essential for the network to learn about features and pat-
terns in data that it can’t detect in the raw data. Whereas the number of hidden layers 
increases the predictive power to map complex patterns, it also increases the diffi-
culty, computational costs, and over-fitting [38, 39]. Feature extraction is one of the 
most prominent advantages of DNNs as they do not need any feature engineering of 
the data since they can learn the features independently, even if the data is unlabeled 
or suffers from unstructured data. As pointed out in [40], this capability is realized 

Fig. 3  Feature selection via SHAP analysis
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through standard learning methods. Experts have proved that DNNs are more effec-
tive in addressing complex classification problems than previous machine learning 
techniques [41, 42] because of their depth and flexibility. DNNs have been commonly 
used in many fields, such as bioengineering [43], speech recognition, image recogni-
tion [44], and natural language processing [36].

Model training

Using a benchmark dataset, the DNN model is used to identify protein-binding pep-
tides. The proposed DNN model comprises an input, output, and four hidden layers, 
as shown in Fig. 5. As with the previous novel architecture, each layer has multiple 
neurons, and the inputs and outputs correspond to the feature vectors shown in 
Eq. (9).

Fig. 4  Neuron representation in DNN configuration

Fig. 5  Proposed DNN model configuration
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where ya denote output at a layer, Ba denote bias value, wa
b represent weight used at a 

layer b by a neuron, xb denote input feature, and f  denote a nonlinear activation Tanh 
function, which can be calculated using Eq. (10).

The weights stored at each neuron are set by the Xavier initialization method [45], ensur-
ing that the variance is well-conserved and that practical learning is promoted across the 
layers. The proposed model learning technique is improved by using a backpropagation 
algorithm to change the weights iteratively, reducing errors between the output and target 
classes. The hyperbolic Tanh activation function [46] is used in both the input and hidden 
layers to incorporate nonlinearity into the developed model. This activation function ena-
bles the network to capture intricate patterns and the presence of relationships within data 
to decide whether a neuron should be activated because of the output generated. When 
measuring in the output layer, the activation function applied here is the softmax activa-
tion function. Since the probabilities of classifying the points or samples into an individual 
class, the values obtained are probabilities 0 (i.e., protein-binding peptides) and 1(i.e., non-
binding peptides).

Performance evaluation
Before deploying any machine learning model in a real-world setting, evaluating its perfor-
mance is essential. While accuracy is necessary, it’s not enough on its own. There are several 
other performance measures, such as Sensitivity (SN), Specificity (SP), Accuracy (ACC), 
Area Under the ROC Curve (AUC ROC), and Matthew’s Correlation Coefficient (MCC). 
The best metric depends on the problem and how the model will be applied, as explained in 
[47]. As in other studies, we use these metrics to evaluate the proposed Deep Neural Net-
work (DNN) performance. The performance metrics are calculated as follows:

(9)ya = f

(

Ba +
m
∑

b=1

xbw
a
b

)

(10)f (i) =
ei

1+ ei

(11)ACC =
T+ + T−

T+ + F+ + T− + F−

(12)SP =
T−

F+ + T−

(13)SN =
T+

T+ + F−

(14)MCC =
(

T−∗T+)−
(

F−∗F+)

√

(

f + + T+)(T+ + F−)(F+ + T−)(T− + F−)
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where T+ symbolizes true positives, F+ symbolizes false positives, T− symbolizes true 
negatives, and F− false negatives, respectively.

Discussion and experimental analysis
This section evaluates and discusses the proposed model’s effectiveness in depth. Sev-
eral validation tests, including the K-fold and independent tests, can be utilized to assess 
the overall performance of the machine learning training algorithm in bioinformatics. 
The K-fold cross-validation approach is a typical validation technique that uses evenly 
balanced findings. Consequently, a tenfold cross-validation test employing such bench-
marking datasets was used to examine the overall accuracy of the suggested prescription 
in this work.

System configuration

To experiment, we used the sixth-generation Intel Core i7 processor, an average desk 
work option that confidently performs its functions, such as data processing and basic 
computing tasks. SSD 256-GB, booting, reading, and writing speeds and application 
performance are much better than what HDD could provide. The system configuration 
also includes the 16 GB of RAM, which achieves a good level of multitasking. Typical 
Python 3 libraries such as Numpy and Scipy, common in data science workflows, were 
pre-installed onto the system for training and testing ML models. We also included Ten-
sorflow and Keras [48] for building deep neural networks and Pandas and Matplotlib 
to do heavy work with data analysis, cleaning, and collating data for running machine 
learning models. This setup is well-suited for a data-centric individual or small mem-
bers-focused team.

Hyper parameters optimization

In this section, we intend to find the best values for the hyperparameters in the DNN 
model. We used a grid search algorithm [49] to assess DNN performance under differ-
ent configurations. We noticed that the values of some parameters with the potential to 
improve DNN’s performance were stochastic. A dropout rate of 0.25 and L2 regulariza-
tion (0.001) are applied to prevent over-fitting. We included the following parameters 
in the grid search algorithm: activation function, Learning Rate (LR), and number of 
iterations. Based on the results, Table 1 shows a set of the best-obtained hyperparameter 
values.

We ran several experiments to evaluate how different activation functions and learn-
ing rates impact performance. The results, shown in Table 2, include tests using ReLU, 
Sigmoid, and Tanh as activation functions, with learning rates ranging from 0.08 to 0.5. 
According to Table 2, the DNN classifier achieved the highest accuracy, 92.67%, on the 
benchmark dataset when using Tanh as the activation function and a learning rate of 0.1.

Table 2 shows that a reduction in the learning rate results in an equal enhancement 
of the accuracy of the DNN model. However, decreasing the learning rate to less than 0. 
1 did not produce much higher increases in accuracy. Therefore, we can also state that 
regarding the learning rate value, the DNN model reached the maximum accuracy, i.e., 
0. 1, when using the Tanh activation function.
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Next, we conducted numerous experiments to evaluate the DNN model’s perfor-
mance by varying the number of training epochs. The findings are illustrated in Fig. 6. 
Figure 6A shows the error loss versus the number of epochs using Tanh as the activation 
function. Figure 6A shows that the error rate consistently decreases as training epochs 
increase. For instance, the DNN model started with an error loss of 0.879 at the initial 

Table 1  List of Optimal Hyper-parameters value of proposed DNN model

List of parameters Optimal values

Activation functions Tanh and SoftMax

Regularization l2 0.001

Number of hidden layers 4

Learning rates 0.1

Number of Neurons at hidden layers 85-43-16-4

Optimizer SGD method

Updater ADAGRAD function

Weight initialization function XAVIER function

Seed 12345L

Training Epoch 50

Dropout 0.25

Momentum 0.9

Table 2  Influence of LR and activation functions on the accuracy of the DNN model using a tenfold 
model

LR Tanh Sigmoid ReLU

0.08 92.43 91.03 89.14

0.09 92.65 91.81 89.25

0.1 92.67 91.93 89.54

0.2 92.32 91.31 89.01

0.3 91.01 90.25 88.48

0.4 90.34 89.82 87.95

0.5 89.51 88.43 87.42

Fig. 6  DNN model’s performance by varying the number of training epochs. A epoch versus error loss B 
accuracy versus number epoch, using the tanh as activation functions
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epoch, steadily dropping to 0.001 by the 50th epoch. Similarly, Fig. 6B shows the accu-
racy results versus the number of epochs. From Fig. 6B, the training accuracy is 99.86%, 
nearly 100%. Similarly, the validation accuracy is also improved, at 92.67% by the 50th 
epoch. From these results, we can conclude that 50 epochs are optimal, as the error rates 
stabilize and accuracy is improved at these points. The optimal configuration derived 
from this analysis is summarized in Table 1.

Performance analysis of DNN

In this section, we evaluate the proposed model on different sequence formulation 
methods and the hybrid features using training and independent datasets, as summa-
rized in Table 3. The sequence formulation methods include PsePSSM-DWT and BERT 
and the hybrid features with and without feature selection. For instance, on the training 
dataset, the PsePSSM-DWT method achieved an accuracy of 89.26% with an MCC of 
0.795, while the BERT model performed slightly lower, with an accuracy of 87.17% and 
an MCC of 0.748. Moreover, the hybrid feature method outperformed the sequence for-
mulation methods, achieving an accuracy of 90.28%, with an MCC of 0.812. The main 
reason is that hybrid feature methods combine the strengths of multiple feature sets, 
capturing more comprehensive and diverse information relevant to the prediction task.

In order to further improve the performance of the proposed model, the dimensional-
ity of the hybrid features space was reduced using the feature selection method. Apply-
ing feature selection in hybrid models helps eliminate redundant or irrelevant features, 
enhancing the model’s performance by focusing on the most informative features. As a 
result, the success rate of the proposed model was significantly improved, i.e., the aver-
age accuracy enhanced to 92.67%, Sensitivity of 93.41%, F1 score of 93.40%, Specificity 
of 91.82%, and an MCC of 0.853. These results demonstrate that incorporating feature 
selection into the hybrid model significantly improves classification performance across 
all metrics.

Furthermore, the performance of individual and hybrid features was evaluated on an 
independent dataset. The BERT model achieved an accuracy of 91.20% with an MCC of 
0.824, while the PsePSSM-DWT method performed slightly better, attaining an accuracy 
of 91.49% and an MCC of 0.830, indicating predictive solid capabilities for both models. 
When comparing the hybrid feature method without feature selection, it achieved higher 
metrics across the board, with an accuracy of 92.72% and an MCC of 0.856, suggesting 

Table 3  Performance comparison using sequence formulation techniques and hybrid feature 
vector

Methods Dataset ACC (%) SN (%) F1 (%) SP (%) MCC

BERT Training 87.17 88.17 87.36 86.18 0.748

PsePSSM-DWT 89.26 90.42 89.04 88.10 0.795

Hybrid feature (without feature selection) 90.28 91.14 90.36 89.35 0.812

Hybrid features (with feature selection) 92.67 93.41 93.40 91.82 0.853

BERT Independent 91.20 91.91 90.91 90.50 0.824

PsePSSM-DWT 91.49 92.47 91.46 90.47 0.830

Hybrid feature (without feature selection) 92.72 93.84 92.75 91.71 0.856

Hybrid features (with feature selection) 93.62 94.36 94.35 92.82 0.872



Page 14 of 19Khan et al. BMC Bioinformatics           (2025) 26:88 

that combining features can enhance overall performance. The hybrid features with fea-
ture selection demonstrated the best performance, with an accuracy of 93.62%, Sensitiv-
ity of 94.36%, Specificity of 92.82%, an F1 score of 94.35%, and an MCC of 0.872. This 
indicates that incorporating feature selection improved the model’s ability to discern rel-
evant patterns and helped reduce noise from irrelevant or redundant features, leading 
to superior classification outcomes. Overall, the results illustrate that hybrid features, 
particularly when optimized through feature selection, significantly enhance predictive 
performance compared to individual methods.

The performance of Deep-ProBind was further examined using the AUC metric 
[44], a key indicator of binary classifier accuracy. A higher AUC score directly trans-
lates to better model performance. As illustrated in Fig. 7A, B Deep-ProBind delivered 
outstanding results, achieving an AUC of 0.941 on the training dataset (i.e., Fig. 7A) 
and 0.948 on the independent dataset (i.e., Fig.  7B) using tenfold cross-validation. 
These findings highlight the model’s exceptional predictive capabilities, particularly 
when using selected features on the tenfold cross-validation method. Additionally, 
Fig. 8A, B presents a confusion matrix that delves deeper into the performance of the 
DNN classifier, showcasing its effectiveness in the prediction with selected features 
vector on the training dataset (i.e., Fig. 8A) and independent dataset (i.e., Fig. 8B).

Fig. 7  AUC performance comparison on training A and independent B dataset using 10-Fold Cross 
Validation

Fig. 8  Confusion matrix of the proposed model on training A and independent B dataset
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Performance comparison with different classifiers

In this section, the performance of the proposed model is examined by testing it with 
several well-known supervised machine learning algorithms on optimized hybrid fea-
tures using training and independent datasets. The nature of the algorithms under con-
sideration for this comparison are Random Forest (RF) [50], Support Vector Machine 
(SVM)[51], Logistic Regression (LR) [52], Naive Bayes (NB) [53], and K- Nearest Neigh-
bor (KNN) [54]. Random Forests is another ensemble learning technique that builds 
several decision trees by utilizing different bootstrapping methods. The result from 
each tree decision is combined by applying voting to improve the classification perfor-
mances. It can be used in almost all classification and regression problems. K-Nearest 
Neighbor is a non-parametrized learning algorithm widely used in image processing. It 
divides instances into classes depending on the distance from the neighbors, and due 
to the straightforward approach, it fits most of the problems. Support Vector Machines 
[55] are especially effective when dealing with linear and nonlinearly separable data; this 
algorithm searches for the best hyperplane to classify different classes effectively. This 
method is widely used, especially in bioinformatics, because of its effectiveness in work-
ing with large data sets. Naive Bayes, which derives from Bayes’ Theorem, is a proba-
bilistic classifier that analyzes features independently. It is particularly effective for text 
categorization, having small data sets, and working in high-dimensional spaces. Logistic 
Regression (LR) is a standard statistical method used for binary classification, where it 
calculates the probability of an outcome belonging to one of two categories. It employs 
the maximum likelihood estimation method to establish the relationship between a 
dependent variable with two possible outcomes and one or more independent variables. 
LR is widely valued for its simplicity, interpretability, and effectiveness in real-world 
applications, such as medical diagnosis and credit risk assessment. Table  4 shows the 
proposed model performance with commonly used learning algorithms on training and 
independent datasets.

Table 4 compares different models applied to the training dataset using various evalu-
ation criteria. The presented models’ performance can be analyzed based on accuracy: 
the Logistic Regression (LR) model reached 88.48% and an MCC of 0. 769. Respectively, 

Table 4  Performance comparison of different classifiers

Methods Dataset ACC (%) SN (%) F1 (%) SP (%) MCC

LR Training 88.48 89.03 88.03 87.89 0.769

NB 89.26 91.04 89.04 89.41 0.782

RF 89.91 90.65 88.65 88.59 0.795

KNN 90.25 91.36 90.36 89.28 0.812

SVM 91.15 92.42 91.47 90.01 0.830

Deep-ProBind 92.67 93.41 93.41 91.82 0.853

LR Independent 91.61 92.22 92.00 91.06 0.832

NB 92.01 92.86 92.85 91.22 0.840

RF 92.15 92.57 92.71 91.77 0.843

KNN 92.45 93.79 91.53 91.27 0.846

SVM 92.77 94.06 91.17 91.56 0.851

Deep-ProBind 93.62 94.36 94.90 92.82 0.872
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the NB, RF, and KNN models had better performances, with a mean accuracy of 89.26%, 
89.91%, and 90.25%. The MCC values of the three sets were 0.782, 0.795, and 0.812. The 
SVM model recorded the highest accuracy amongst the traditional models at 91.15% 
with an MCC of 0.830. However, the proposed model yielded the highest performance 
with an accuracy of up to 92.67% and an MCC of up to 0.853. Therefore, it demonstrates 
the higher efficiency of the proposed model compared to the other methods used in the 
analysis.

Moreover, Table 4 also presents the performance metrics for various models on the 
independent dataset. The SVM model had a maximum accuracy of 92.77% and an MCC 
of 0.851 compared to the other traditional machine learning techniques. The proposed 
model outperformed all others, with the highest accuracy of 93.62% and an MCC of 
0.872. Similarly, in the other parameters, the f1 score is 94.90%, Sensitivity 94.36%, and 
Specificity 92.82%. The DNN model outperformed the SVM algorithm and other tradi-
tional ML because it uses a single processing layer. Traditional ML struggles with com-
plex datasets that have high nonlinearity.

Performance comparison with existing models

We evaluate the performance of the proposed Deep-ProBind model against the exist-
ing model on both training and independent datasets. Table 5 compares our proposed 
predictor, Deep-ProBind, against an existing predictor, PepBind-SVM [1], using training 
and independent datasets. From the Table, the proposed Deep-ProBind shows impres-
sive accuracy, achieving 92.67% on the training dataset and 93.62% on the independent 
dataset, which surpasses PepBind-SVM’s Accuracy of 89.10% and 92.10%, respectively. 
In terms of Sensitivity, our proposed Deep-ProBind also excels, with values of 93.41% 
in the training set and 94.36% in the independent set, indicating a solid ability to cor-
rectly identify positive instances compared to PepBind-SVM, which recorded 85.40% 
and 86.00% Sensitivity. These results illustrate that Deep-ProBind outperforms PepBind-
SVM across all metrics, demonstrating its potential as a highly effective predictor for 
identifying protein-binding peptides.

Conclusions
Protein-binding peptides are vital in several biological processes, rendering their precise 
prediction critical for the progression of drug discovery and therapeutic development. 
To further understand its biological origin, we proposed a unique deep learning-based 
model called Deep-ProBind, a computational model. The proposed model was designed 
to accurately predict protein-binding peptides by leveraging optimized hybrid features 
and utilizing tenfold cross-validation and independent datasets. The model effectively 

Table 5  Performance compared with existing predictors on training and independent datasets

Method Dataset ACC (%) SN (%) SP (%) MCC

Deep-ProBind Training 92.67 93.41 91.82 0.853

PepBind-SVM [24] 89.10 85.40 92.90 0.784

Deep-ProBind Independent 93.62 94.36 92.82 0.872

PepBind-SVM [24] 92.10 86.00 93.60 0.765
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addressed the over-fitting issue by optimizing hyper-parameters and demonstrated 
robust performance, achieving accuracies of 92.67% and 93.62% on the training and 
independent datasets, respectively. Furthermore, the model’s average accuracy on 
training and independent test samples demonstrates its superiority over conventional 
machine learning techniques and current state-of-the-art approaches. The encouraging 
results of Deep-ProBind underscore its potential to substantially advance research in 
finding functional peptides, their relevance in diseases, especially in stress response and 
breast cancer, and their use in formulating treatment methods.

For future work, we plan to explore the integration of transfer learning to improve the 
model’s adaptability across diverse datasets. Refining the model architecture through 
hyperparameter optimization and employing ensemble techniques could enhance per-
formance and robustness. We aim to incorporate parallel programming approaches to 
address scalability and efficiency, ensuring faster and more resource-efficient processing. 
A key limitation of the current study is the reliance on a relatively small dataset, which 
may restrict the model’s generalizability. We aim to overcome this limitation by incorpo-
rating more extensive and diverse datasets in future iterations.
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