
Open Access

© The Author(s) 2025. Open Access  This article is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 
International License, which permits any non-commercial use, sharing, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if you 
modified the licensed material. You do not have permission under this licence to share adapted material derived from this article or parts of 
it. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise 
in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted 
by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy 
of this licence, visit http:// creat iveco mmons. org/ licen ses/ by- nc- nd/4. 0/.

RESEARCH

Quan et al. BMC Bioinformatics           (2025) 26:57  
https://doi.org/10.1186/s12859-025-06075-7

BMC Bioinformatics

MFCADTI: improving drug-target interaction 
prediction by integrating multiple feature 
through cross attention mechanism
Na Quan1, Shicheng Ma2, Kai Zhao1, Xuehua Bi3* and Linlin Zhang2,4* 

Abstract 

Accurately identifying potential drug-target interactions (DTIs) is a critical step in drug 
discovery. Multiple heterogeneous biological data provide abundant features for DTI 
prediction. Many computational methods have been proposed based on these data. 
However, most of these methods either extract features from sequences or from net-
works, utilizing only one aspect of the characteristics of drugs and targets, neglecting 
the complementary information between these two types of features. In fact, integrat-
ing different types of features will provide more valuable information for DTI predic-
tion. In this article, we propose a novel method to improve the predictive capability 
for DTIs, named MFCADTI, by integrating multi-source feature through cross-attention 
mechanisms. The method extracts network topological features from the heterogene-
ous network and attribute features from sequences of drugs and targets. Considering 
the complementarity and heterogeneity between network and attribute features, 
cross-attention mechanisms are used to integrate the network and attribute features 
of drugs and targets. To capture the correlations between drugs and targets, cross-
attention is used to learn the interaction features of each drug-target pair. We evaluate 
MFCADTI on two datasets and experimental results demonstrate a significant improve-
ment in the performance of MFCADTI compared to state-of-the-art methods. Finally, 
case studies illustrate that MFCADTI is an effective DTI prediction way that provides 
valuable guidance for drug development. The data and source code used in this study 
are available at: https:// github. com/ Dejav un/ MFCAD TI.

Keywords: Drug-target interaction prediction, Network feature, Attribute feature, 
Cross-attention, Feature fusion

Introduction
Drug-target interaction (DTI) refers to the binding of a drug to a target location that 
results in a change in its behavior/function [1]. The prediction of drug-target interac-
tions (DTIs) is a crucial step in the process of drug development or repositioning, aiming 
to identify potential new drugs or new targets for existing drugs [2]. Accurately identi-
fying potential DTIs through a computational approach can reduce the cost and time 
required for drug development. Early DTI prediction methods can be classified into 
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ligand-based methods and docking-based methods [3]. The former uses the similarity 
between ligands and target proteins to predict DTIs [4], while the latter relies on the 3D 
structure and dynamic simulations of target proteins to estimate the probability of DTI 
[5]. However, these methods face challenges in practical applications due to the lack of 
ligands and the 3D structures of targets [6]. Advances in computational methods for DTI 
prediction is essential for accelerating drug discovery. Machine learning-based methods 
have been proposed with striking results, which can be further categorized into feature-
based methods and network-based methods.

In feature-based methods [7–12], researchers aim to extract the inherent biological 
characteristics of drug targets and identify DTIs by utilizing machine learning models. 
Drug compounds can be represented as 1D sequences, chemical graphs, or fingerprints 
like Extended-Connectivity Fingerprints (ECFPs). Target sequences are described as 1D 
sequences and transformed into various descriptors, such as Protein Sequence Com-
position (PSC) descriptors. For instance, idti-MLKdr [7] applied three-dimensionality 
reduction techniques to extract features from the sequences of target proteins and the 
Simplified Molecular Input Line Entry System (SMILES), and employed Support Vec-
tor Machines (SVM) to predict DTIs. Wang et al. [8] adopted stacked autoencoders to 
learn features based on the Position-Specific Scoring Matrix (PSSM) of target sequences. 
They combined these features with drug molecular substructure fingerprint data to 
construct feature descriptors and inputted them into a Random Forest (RF) model for 
precise prediction. PUDT [9] integrated multiple target resources including target struc-
ture information, target function category information and target function annotation 
information. DeepConv-DTI [10] used a MultiLayer Perceptron (MLP) on molecular 
fingerprints and a 1D-CNN on sequences of target proteins to obtain features of drugs 
and targets, and then predicted their association probabilities by using Fully Connected 
Layers (FCL). The strengths of the feature-based methods lie in their foundation on bio-
logically relevant features, displaying robust scalability. Feature-based methods are well 
suited to the situation where the amount of data is small, but the representation of the 
drug and target is limited, as the descriptors tend to focus on only one aspect of the 
property.

Network-based methods [13–17] refer to methods that utilize graph-based tech-
niques on networks containing drugs, targets and other biological entities to predict 
DTIs based on existing connections in the networks. Cheng et al. [13] used Network-
Based Inference (NBI) to derive novel drug-target interactions solely based on the 
bipartite network topology similarity of drugs and targets. Recently, an increasing 
number of data sources related to drugs and targets have emerged. Researchers have 
constructed bioinformatics networks by integrating heterogeneous data from drugs, 
targets, diseases, side effects, and more. These networks provide diverse insights 
and multiple perspectives for predicting DTIs. For instance, DTINet [14] employed 
Inductive Matrix Completion (IMC) to predict DTIs based on the learned features 
of drugs and targets by integrating data from heterogeneous data sources including 
drugs, targets, disorders, and side effects. SSLDTI [18]combined graph autoencoder 
and self-supervised learning to accurately encode multilevel features of graphs using 
only a small number of labelled samples. DeepDTnet [16] presented a novel network-
based method for target identification and drug repurposing, which systematically 



Page 3 of 16Quan et al. BMC Bioinformatics           (2025) 26:57  

embedded 15 types of chemical, genomic, phenotypic, and cellular networks to pre-
dict new molecular targets among known drugs under a PU-learning framework suc-
cessfully. Based on the heterogeneous network related to drug and target, GCNDTI 
[17] adopted the graph convolutional neural network to learn the low-dimensional 
topological vector of drug and target nodes, and obtained the probability score 
between them through vector space projection. Network-based methods enhance the 
accuracy of DTI prediction by capturing similar information across different kinds of 
biological networks as the features of drugs and targets [19]. However, they heavily 
rely on the topological structure of nodes in heterogeneous networks for feature rep-
resentation, without delving into the biological structural information of drugs and 
targets, which is the determining factors in drug-target interactions.

Recent studies [20–23] have shown that considering additional biological knowledge 
is essential for network-based interaction prediction, expecially in DTI prediction. For 
example, Ji et al. [20] used network representation methods to obtain behavioral features 
of drug and protein nodes, and then combined their intrinsic attribute features (e.g., drug 
molecular fingerprints and protein sequence) using a random forest classifier for train-
ing and prediction. Kg-mtl [21] extracts drug and target features from knowledge graphs 
and molecular graphs in a collaborative manner, designing an effective shared unit that 
integrates semantic relationships between drug entities and compound structures within 
both knowledge graphs and molecular graphs for the prediction of drug-target interac-
tions. Nevertheless, these studies struggle to capture the intricate interactions between 
drugs and targets by simply concatenating their features or merely calculating the dis-
tances and lack of adequate modeling on the underlying mechanisms of DTI. Cross-
attention is initially introduced as an attention mechanism in Transformers, allowing 
each position in the decoder to cover the whole positions in the input sequence [24], 
enabling better utilization of the input sequence data. Subsequently, it has found wide-
spread applications in various fields, including natural language processing (NLP) [25], 
computer vision (CV) [26], and bioinformatics [27, 28]. These applications have demon-
strated the efficacy of cross-attention in establishing interactions between different input 
sequences to fully capitalize on their correlations and enhance model performance in 
handling diverse tasks involving multimodal data.

To address the above problems and inspired by cross-attention, we propose MFCADTI, 
a method that fuses the network feature and attribute feature of drugs and targets using 
cross-attention to improve the predictive capability for DTIs. Firstly, MFCADTI extracts 
multiple features of drugs and targets from heterogeneous data sources, which are net-
work features from heterogeneous network and attribute features from sequence. Spe-
cifically, we integrate the known associations between drugs, targets, diseases, and side 
effects in the dataset to construct a heterogeneous network. Secondly, we employ the 
Large-scale Information Network Embedding (LINE) [29] to extract network features of 
drugs and targets from the heterogeneous network and use the Frequent Continuous 
Subsequence (FCS) [30] to obtain attribute features based on the SMILES of drugs and 
the (AA) sequences of the targets. Thirdly, Cross-attention mechanisms are used respec-
tively to integrate the network and attribute features of drugs and targets. Subsequently, 
cross-attention is also applied to capture the interaction features between drugs and tar-
gets. At last, the final interaction feature representations are fed into FCL to predict the 
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DTIs. Experimental results demonstrate that MFCADTI achieves better performance 
compared to baseline methods.

Materials and methods
Datasets

We adopt two publicly available heterogeneous network datasets proposed by Luo et al. 
[14] and Zeng et al. [31] (named Luo_data and Zeng_data, respectively) as experiment 
datasets. We describe the construction of the datasets in detail in the Supplemen-
tary materials. After removing duplicated and isolated nodes, the experiment data for 
MFCADTI are obtained, and the details are shown in Table 1.

To extract the attribute features of drugs and targets, we further obtain the SMILES 
sequences of drugs and the amino acid (AA) sequences of target proteins in the het-
erogeneous graph from the Drugbank database using Drugbank IDs and UniProt IDs. 
Sequence can be downloaded from the PubChem [32] and UniProt [33] databases when 
such data is not found in the Drugbank database.

The proposed method

The MFCADTI framework consists of three parts: network feature extraction, attribute 
feature extraction, and cross-attention feature fusion and prediction. As shown in Fig. 1, 
the network and attribute features of drugs and targets are obtained through network 
feature extraction and attribute feature extraction, respectively. Subsequently, cross-
attention feature fusion is applied to these two feature types. Finally, the resulting inter-
action feature representations are used as input for a FCL to perform prediction.

Construction of heterogeneous network

We construct a heterogeneous biological network G =
(

V , E
)

 , where V is the node sets, 
E is the edge sets, edge (vi, vj) ∈ E connects a pair of nodes vi, vj ∈ V . In the heteroge-
neous network, there are four type nodes which are the drug, target, disease, and side 
effect, and six type edges including drug-drug interactions, drug-target interactions, 
drug-disease associations, drug-side effect associations, target-target interactions, and 
target-disease associations.

Network feature extraction of drugs and targets

We employ the LINE to learn the network feature representations of drugs and targets. 
LINE can map closely connected nodes in large networks to similar positions in a low-
dimensional vector space by considering the first-order and second-order similarity of 
the node.

When LINE computes the first-order similarity, the probability of node vj being a 
neighbor of vi for each edge (vi, vj) is defined as follows:

where �ui ∈ R
e and �uj ∈ R

e are low-dimensional vector representation of node vi and 
node vj , respectively. e is the feature dimension, which is defined by experiment.

According to the weights of the edges, the empirical distribution is obtained:

(1)P1(vj|vi) =
1

1+ exp
(

− �uTj · �ui
) ,
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where ωij is the weight of the edge (vi, vj) , and W  is the sum of edge weights. To ensure 
the first-order similarity of nodes, the Kullback–Leibler (KL) divergence is used to meas-
ure the similarity between the empirical and the probabilistic distribution. The objective 
function is defined as follows:

every node can be represented in the e-dimensional space by finding the �ui ∈ R
e that 

minimizes the objective function.
When considering the second-order similarity of nodes, the probability that the 

node vj is a neighbor of vi is:

where |N | is the number of vertices in the heterogeneous network, �u′

i is the embedding 
vector representation of vi when it serves as a specific “context”.

where di is the output-degree of the node vi . By optimizing the following objective func-
tion, the second-order similarity of nodes in the network is preserved:

every node can be represented a e-dimensional vector �ui by learning the �ui and �u′

i that 
minimizes this objective.

(2)P̂1(vi, vj) =
ωij

W
,

(3)L1 = −
∑

(vi ,vj)∈E

ωij log P1(vj|vi),

(4)P2(vj|vi) =
exp(−�u

′T
j · �ui)

∑|N |
k=1 exp(−�u

′T
k · �ui)

,

(5)P̂2(vi, vj) =
ωij

di
,

(6)L2 = −
∑

(vi ,vj)∈E

ωij log
(

P2(vj|vi)
)

,

Fig. 1 The framework of MFCADTI. The MFCADTI framework consists of three parts: network feature 
extraction, attribute feature extraction, and cross-attention feature fusion and prediction
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Therefore, we obtain every drug’s network feature drugnet ∈ R
e and every target’s net-

work feature targetnet ∈ R
e after using LINE algorithm, here e represents the feature 

dimension.

Attribute feature extraction of drugs and targets

Following the work [11], we employ the FCS to extract high-quality and appropriately 
sized substructure embeddings of drugs and targets that contribute to their interactions.

Driven by the knowledge that DTI occurs at the substructure level, FCS decom-
poses drug and target sequences into sub-sequences, individual atoms, and amino acid 
sequences according to the identification method of the sub-word based on NLP [34]. 
We use the FCS algorithm to convert the input drugs’ SMILES and targets’ AA into a 
series of explicit subsequences. The generated drug and target subsequences are then 
embedded into attribute feature matrices using nn.Embedding with the addition of posi-
tional information during the embedding process. We follow the work [30] to set the 
maximum length of sequence for the drug to be 50 and the target to be 545. By using 
the nn.Embedding, we obtain an attribute feature matrix Drugattr ∈ R

50×e for each drug, 
and an attribute feature matrix Targetattr ∈ R

545×e for each target. We conduct a statisti-
cal analysis on the distribution of the SMILES lengths of drugs and the sequence lengths 
of targets in the two datasets (see Supplementary Figs. S1–S4). The statistical results also 
indicate that the choice of 50 for drug SMILES length and 545 for AA sequence length is 
appropriate for our work. Here the attribute feature dimension e is the same as the net-
work feature dimension, we set the dimension e as 64 and the analysis result is shown in 
Supplementary Fig. S5.

Cross‑attention feature fusion

To obtain efficient and unified representations of drugs and targets, we integrate drugnet 
with Drugattr and targetnet with Targetattr using the cross-attention mechanism, respec-
tively. The detailed structure of the cross-attention module is illustrated in Fig. 1(C).

In drug cross-attention, an enhanced feature representation of the drug is derived by 
fusing the network features and attribute features. It can be formulated as follows:

where the query matrix Q is computed from the drug’s network feature matrix drugnet , 
while the key matrix K  and value matrix V  are provided by the drug’s attribute feature 
Drugattr . W

Q
X  , WK

X  , and WV
X  are the learnable weight matrices. h and d are the number of 

heads of attention and the embedding dimension, respectively. Here we set the number 
of heads h as 6, which is experimentally validated to be the optimal (the result is available 
in Supplementary Fig. S6).

Similarly, in the target cross-attention, an enhanced feature representation of the tar-
get can be expressed as follows:

(7)Q = drugnetW
Q
X ,K = DrugattrW

K
X ,V = DrugattrW

V
X ,

(8)Drugenh = CrossAttetion
(

Q,K ,V
)

= softmax
( QKT

√

d/h

)

· V ,
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Finally, we fuse the feature representation Drugenh and Targetenh using a cross-attention 
mechanism. The final interaction matrix can be expressed as follows:

DTI prediction

We initially apply the max-pooling to Interaction(d,t) to obtain the final interaction 
features. Subsequently, these features are fed into a FCL comprising two sets of linear 
transformation layers (with ReLU activation and dropout layers) followed by a sigmoid 
function. The final prediction score for drug-target interactions can be obtained after 
training the model with the cross-entropy loss. The cross-entropy loss function is as 
follows:

where y is the ground truth label, ŷ is the predicted label.

Experiments and results
Experiment setup

In this study, we investigate the performance of MFCADTI under varying experiment 
settings to identify optimal parameter configurations. The experiments are conducted 
on Luo_data dataset to evaluate the model’s ability to predict DTIs. We use the known 
drug-target associations in the dataset as positive samples and randomly select the same 
number of unknown associations of DTIs as negative samples, and Liu et  al’s method 
[35] is adopted to further divide the DTI dataset into three subsets: the training set, 
validation set, and testing set in a 0.855: 0.045: 0.1, respectively. The key parameters 
explored in our experiments include the dimension of embeddings and the number of 
attention heads. We describe the performances of MFCADTI with different parameter 
settings in detail in the Supplementary materials (Parameter analysis).

To evaluate the predictive performance of the proposed model, we use five perfor-
mance metrics: Accuracy (Acc), Precision, F1 , Area Under the Receiver Operating Char-
acteristic curve (AUC), and Area Under the Precision-Recall curve (AUPR). We perform 
five independent runs to train the model and evaluate its performance on the test data-
set. The statistical metrics are calculated by taking the average and standard deviation 
over the seven models, the best result is displayed in bold.

Performance comparison with baselines

We compare our method with seven baselines: drugBAN [36], MCL-DTI [37], ICAN 
[11], HyperAttentionDTI [12], Ji et al.’s model [20], DeepDTnet [16] and drugMAN [38], 

(9)Q = targetnetW
Q
X ,K = TargetattrW

K
X ,V = TargetattrW

V
X ,

(10)Targetenh = CrossAttetion
(

Q,K ,V
)

.

(11)Q = DrugenhW
Q
X ,K = TargetenhW

K
X ,V = TargetenhW

V
X ,

(12)Interaction(d,t) = CrossAttetion
(

Q,K ,V
)

.

(13)loss = −[y log(ŷ)+ (1− y) log(1− (ŷ))],
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the AUC and AUPR results are shown in Fig. 2. The figure shows that MFCADTI obtains 
the highest average AUC of 0.948 on Luo_data, which is higher than the second best 
method drugMAN by 2.6% . The average AUPR of MFCADTI is 0.927 in Luo_data. It is 
higher than that of drugMAN, DeepDTnet, Ji et al.’s model, HyperAttentionDT, ICAN, 
MCL-DTI and drugBAN by 0.1% , 1.3% , 1.7% , 2.4% , 3.0% , 3.7% and 4.4% , respectively. 
Compared with the other competitive baselines in Zeng_data, MFCADTI also improves 
at least 4 % and 2.8% on average in terms of AUC and AUPR. It is worth mentioning that, 
compared with the method HyperAttentionDTI that also uses the attention mechanism, 
our method has achieved significant improvement on two datasets. This indicates that 
our adoption of the cross-attention mechanism between the sequence and network 
features of drugs and targets is a very effective feature fusion strategy. The comparison 
results on ACC, Precision, and F1 are listed in Tabels S1 and S2 of the Supplementary 
material.

From the results, it can be seen that our proposed method, along with methods Multi-
DTI and Ji et al.’s model, takes into account both network and attribute features, gener-
ally outperform methods that rely solely on either feature-based or network-based alone. 
This is because the features of drugs and targets are enriched comprehensively. However, 
it should be noted that despite considering both network and attribute features, Ji et al.’s 
model exhibits lower AUC values compared to deepDTnet, a model solely based on net-
work features. This difference can be attributed to the fact that Ji et al.’s model simply 
converts drug SMILES and target sequences into features without effectively learning 
rich attribute features. Furthermore, it merely concatenates drug and target features 
without effectively capturing the intricate relationships between drugs and targets com-
pared with MFCADTI. The above experimental results highlight MFCADTI’s superior-
ity in predicting DTIs based on both network and attribute features.

Impact of the cross‑attention module

To explore the impact of the cross-attention module on MFCADTI, we explore five dif-
ferent variants of joint drug-targe representation on Luo_data dataset. These variants 
include concate+cross, which combines attributes and network features of drugs/tar-
gets through concatenation followed by applying cross-attention to capture the inter-
action between the features of drug and target; cross+concate, which directly employs 
cross-attention on drugs’/targets’ attributes and network features before concatenating 

Fig. 2 Performance comparison with baselines
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the features of drug and target; concate+concate, which concatenates drugs’/targets’ 
attributes and network features before concatenating the features of drug and target; 
weight+weight is used to fuse the network and attribute features of the drug/target with 
dynamic weighting, and the drug-target pair features are learned with dynamic weight-
ing; and weight+concate is used to fuse the network and attribute features of the drug/
target with dynamic weighting, and the drug-target pair features are splice with concate. 
The experiment results in Table 2 indicate that our model achieves the best results, with 
88.6%, 85.5%, 88.5%, 94.8%, and 92.7% on ACC, Precision, F1 , AUC, and AUPR, respec-
tively, outperforming the performance of the other five variants. Using cross-attention 
is more effective in learning the complementary features between network and attribute 
features, thereby enhancing the representation of drugs and targets. Furthermore, cross-
attention enhances the interactions between drugs and targets when compared to the 
concatenation strategy for drug-target pairs with better experiment results.

Comparison with different feature combinations

To test the impact of different feature combinations on the classification results, we 
conduct experiments with various feature combinations on Luo_data dataset. Specifi-
cally, we compare the performance of MFCADTI using only network features, only 
attribute features, and both network and attribute features. Furthermore, the model 
with different attribute features are also compared. Attribute features of protein tar-
gets are extracted from AA sequences, while attribute features of drugs are extracted 
from molecular structures and SMILES sequences, respectively. The final experimen-
tal results are presented in Table 3. We can see, in the Luo_data dataset, using only 
network features is better than using only attribute features in terms of Acc, Preci-
sion, F1 , AUC, and AUPR, and improves the performance by 5.1%, 1.1%, 6.2%, 5.6%, 
and 2. 6%, while the performance of using both network and attribute features in Acc, 

Table 2 Impact of the cross-attention module on Luo_data dataset

Variants Acc Precision F1 AUC AUPR

Concate+cross 0.859 ± 0.007 0.797 ± 0.797 0.866 ± 0.008 0.934 ± 0.008 0.910 ± 0.013

Cross+concate 0.869 ± 0.003 0.814 ± 0.011 0.873 ± 0.004 0.938 ± 0.001 0.919 ± 0.013

Concate+concate 0.874 ± 0.007 0.808 ± 0.004 0.880 ± 0.007 0.936 ± 0.001 0.914 ± 0.003

Weight+weight 0.866 ± 0.001 0.784 ± 0.001 0.876 ± 0.002 0.914 ± 0.001 0.881 ± 0.004

Weight+concate 0.870 ± 0.003 0.798 ± 0.009 0.878 ± 0.001 0.930 ± 0.002 0.909 ± 0.004

MFCADTI 0.886 ± 0.008 0.855 ± 0.017 0.885 ± 0.005 0.948 ± 0.007 0.927 ± 0.011

Table 3 Comparison with different feature combinations on Luo_data dataset

Feature Acc Precision F1 AUC AUPR

Attribute 0.819 ± 0.020 0.824 ± 0.041 0.808 ± 0.021 0.878 ± 0.015 0.885 ± 0.013

Network 0.870 ± 0.005 0.835 ± 0.010 0.870 ± 0.006 0.934 ± 0.001 0.911 ± 0.003

Net+SMILES 0.886 ± 0.008 0.855 ± 0.017 0.885 ± 0.005 0.948 ± 0.007 0.927 ± 0.011
Net+Mol 0.865 ± 0.007 0.830 ± 0.017 0.865 ± 0.007 0.927 ± 0.002 0.893 ± 0.009

Net+Mol+SMILES 0.863 ± 0.003 0.835 ± 0.005 0.861 ± 0.004 0.938 ± 0.001 0.899 ± 0.012
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Precision, F1 , AUC, and AUPR is better than using only network features, and the 
performance is improved by 1.6%, 2.0%, 1.5%, 1.4%, and 1.6% respectively compared 
to using only network features. It is evident that both network and attribute features 
significantly contribute to the DTI prediction. In particular, the integration of net-
work and attribute features enhances MFCADTI’s ability to predict DTIs. Therefore, 
incorporating complementary knowledge from both network topology and biological 
attributes allows for a more comprehensive understanding of DTIs. The experimen-
tal results also show that there is a difference in model performance when different 
attribute features are used. Among them, extracting drug attribute features using 
SMILES sequences can provide high-quality feature representations for MFCADTI.

Comparison of different network features

In biological networks, various graph representation learning methods have shown 
promising capabilities in learning network representations of biological molecules. 
We compare six well-known graph representation learning methods on Luo_data 
dataset to examine how various graph representation methods perform when inte-
grated into MFCADTI. These methods include Variational Graph Autoencoder 
(VGAE) [39] based on Graph Convolutional Networks (GCN) [40], DeepWalk 
[41], Node2vec [42], heterogeneous graph attention(HAN) [43], Simple-HGN [44], 
and LINE which is used by our work. In the Luo_data dataset, the method LINE 
achieved 88.6% for ACC, 85.5% for Precision, 88.5% for F1 , 94.8% for AUC, and 92.7% 
for AUPR, all of which are better than the other five graph representation learning 
methods. The experiment results are presented in Fig. 3, where we notice that LINE 
performs better than the other methods, indicating that it is a good candidate for 
learning network representations of drugs and targets in heterogeneous networks. On 
the other hand, VAGE performs poorly may be due to excessive smoothing of the rep-
resentations caused by averaging different types of node features during the learning 
of representations, limiting its ability to capture the interactions in the network.

Fig. 3 Comparison of different network features
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Comparison of different sequence encoding methods

Based on the drug’s SMILES and the target’s AA sequences, various deep-learning meth-
ods can be employed to extract the attribute features of drugs and targets. To demon-
strate the superiority of FCS with nn.Embedding in our work, we conduct experiments 
on two datasets with other three different sequence encoding methods: LSTM, CNN, 
and GRU. The experiment results, as shown Fig. 4, indicate that FCS with nn.Embedding 
is the most optimal one. In the Luo_data dataset, the methods FCS with nn.Embedding 
achieves an accuracy, precision, F1-score, AUC and AUPR of 88.6%, 85.5%, 88.5%, 94.8% 
and 92.7%, respectively, which are all better than the other three sequence encoding 
methods. This indicates FCS with nn.Embedding excels at extracting fundamental and 
meaningful biomedical semantics from drug and target sequences, allowing it to pre-
serve the semantic relevance of the sequences while capturing essential substructure. 
We also conduct ablation experiments with different loss functions, which shows that 
the nn.BCELoss loss function used in MFCADTI is optimal, and the results of the exper-
iments are in Supplementary Table S3.

Cold start analysis

In real-world applications, there are few known interaction data between a drug and a 
target node, which greatly degrades model generalization capability. Therefore, we fur-
ther conduct the cold start experiments on two datasets to analyze the robustness of 
MFCADTI.

We simulate the so-called cold start problem by artificially creating isolated vertices 
through three experimental settings corresponding to the cases when: (a) the drugs 
are new, (b) the targets are new, and (c) both the drugs and their targets are new. We 
name settings (a), (b), and (c) as C1, C2 and C3, respectively. Under setting C1, we ran-
domly select 20% of drugs and all DTI pairs associated with these drugs as the test set, 
the remaining drugs’ related DTIs are used as the training set and validation set. Under 
setting C2, we randomly select 20% of targets and all DTI pairs associated with these 
targets as the test set, the remaining targets’ related DTIs are used as the training set 
and validation set. Under setting C3, we randomly select 20% of drugs and targets and 

Fig. 4 Comparison of different sequence encoding methods
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all DTI pairs composed of these drugs and targets as the test set. The DTIs are unrelated 
to these drugs and targets are divided into the training set and validation set. The results 
in Fig.  5 show that MFCADTI can still achieve promising performances in cold-start 
scenarios.

Case study

In addition to the cold start analysis, we conduct case studies on two datasets to fur-
ther evaluate the real-world performance of MFCADTI. Specifically, we select the drugs 
Pravastatin and Masoprocol in Luo_data and Zeng_data, respectively. Firstly, we remove 
known interactions between corresponding drugs and targets from the training set to 
prove the effectiveness of our approach for new drugs (drugs with no known interacted 
targets). Secondly, the trained model is used to predict the probability of association 
between the selected drugs and the candidate targets, and the top 10 targets are cho-
sen according to the predicted score. Finally, we perform analysis and validation using 
ChEMBL [45] and SuperPred [46] databases. The top 10 candidate targets for pravasta-
tin in Luo_data are shown in Table 4, and the candidate targets of Masoprocol in Zeng_
data are listed in Supplementary Table S4.

There are 5 candidate targets (50% ) of Pravastatin’s top 10 prediction results in the Luo_
data that have been validated by the reference database accurately. Among the newly 
predicted candidate targets (50% ), one interesting finding is the Gamma-aminobutyric 

Fig. 5 Prediction performance with different cold start experimental settings on two datasets

Table 4 The top 10 targets predicted to be associated with Pravastatin in the Luo_data

Uniport ID Target name Evidence

P41143 Delta-type opioid receptor CHEMBL

P18507 Gamma-aminobutyric acid receptor subunit gamma-2 *

Q01959 Sodium-dependent dopamine transporter CHEMBL

P08908 5-hydroxytryptamine receptor 1A *

O76074 cGMP-specific 3’,5’-cyclic phosphodiesterase CHEMBL

P41594 Metabotropic glutamate receptor 5 *

Q9Y233 cAMP and cAMP-inhibited cGMP 3’,5’-cyclic. phosphodiesterase 10A *

P08588 Beta-1 adrenergic receptor Super PRED

P07550 Beta-2 adrenergic receptor CHEMBL

P14867 Gamma-aminobutyric acid receptor subunit alpha-1 *
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acid receptor subunit gamma-2 (GABRG2), which is a subunit of the GABA-A recep-
tor involved in the signal transmission of gamma-aminobutyric acid (GABA), a critical 
inhibitory neurotransmitter in the central nervous system [47]. Recent research [48] has 
revealed that GABA plays a significant role in the medullary vasomotor center, which 
can regulate cardiovascular functions such as blood pressure and heart rate and lead to 
increased oxygen supply, activation of cerebral blood flow, or even stroke. On the other 
hand, Pravastatin, as an HMG-CoA reductase inhibitor, is commonly used to lower lipid 
levels and reduce the risk of cardiovascular events including myocardial infarction and 
stroke. The potential association between Pravastatin and the GABRG2 target suggests a 
promising direction for further investigations into the drug’s mechanisms of action and 
its potential therapeutic applications in cardiovascular disease. These case study results 
suggest that MFCADTI could be a useful way to discover new drug-target associations 
to improve the virtual screening phase of drug discovery, especially for novel drugs with-
out any known interactions.

Conclusion
In this article, we propose a prediction method, named MFCADTI, which considers the 
complementary relationship between the network topological features from the hetero-
geneous network and attribute features from sequences of drugs and targets. We lev-
erage the cross-attention mechanism to mitigate the heterogeneity between network 
and attribute features and enhance the correlation between drug and target features to 
improve prediction accuracy. According to experiment results on two benchmark data-
sets, the accuracy and robustness of MFCADTI are superior to those of the state-of-
the-art DTI prediction algorithms. Further research into case study also reveals that 
MFCADTI can forecast probable DTI and identify drug-related targets.

Our work highlights the benefits of fusing network and attribute features for pre-
dicting DTIs. As the presence of many other types of biological entities in biological 
networks, learning meaningful and impactful feature representations of nodes in hetero-
geneous biological networks remains a challenge. In future research, we plan to explore 
the use of heterogeneous network-based graph neural methods such as HetGNN [49]. 
This would enable the model to mine the relationships and interactions between differ-
ent biological entities, enhancing its ability to learn feature representations and provide 
more accurate predictions.
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