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Background
Chemical production using microbes, known as chemical bioproduction, has attracted 
attention as a key technology in a decarbonized society. Chemical bioproduction 
is expected to be essential for sustainable development  [1], such as the production of 
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medicines [2, 3], fuels [4], and foods [5], and the absorption of CO2 [6, 7]. For efficient 
chemical bioproduction, computational designs of metabolic networks are typically 
employed to reduce the cost of comprehensive wet lab experiments [8, 9].

One powerful strategy for computational design is to predict changes in metabolic 
fluxes when up-/down-regulating enzymatic reactions, that is, responses to enzyme 
perturbations  [10, 11]. Up-/down-regulation of enzymatic reactions through genetic 
manipulations, such as modification, over-expression, and knockout  [12, 13], can alter 
the metabolic fluxes. Increasing the flux of the target chemical leads to efficient chemical 
bioproduction, and prediction is an essential step in this process.

There are two types of computational methods for predicting responses to enzyme 
perturbations. The first is flux balance analysis (FBA)-based methods  [14–17], which 
maximize an objective function, instead of considering kinetics. When applied to unfa-
miliar strains, FBA-based methods suffer from dependence on the objective function, 
which is typically the biomass objective function  [18]. Specifically, extensive wet lab 
experiments need to be conducted to measure phenotypes, such as biomass, of the strain 
of interest and to identify the objectives of the strain in biological activities [19]. The sec-
ond is kinetics-based methods, such as sensitivity analysis in kinetic models [20–22] and 
structural sensitivity analysis (SSA) [10, 23]. Sensitivity analysis in kinetic models allows 
predicting quantitative responses to enzyme perturbations. There are global and local 
sensitivity analysis [22, 24], and the local sensitivity analysis is the more typical method 
for applying to kinetic models, which is called metabolic control analysis  [25] and has 
been successfully used in many applications  [26–28]. To construct a kinetic model, it 
is necessary to obtain parameters and functional forms of reaction rates of all reac-
tions in the metabolic network of interest under specific environmental conditions [20, 
21]. Therefore, parameter estimation is typically essential for unfamiliar strains, whose 
known information is rarely available  [29]. Even though many parameter estimation 
methods have been developed [30–33], it can still be a cumbersome process due to the 
high dimensionality of the parameter space [30, 34]. In contrast, SSA can predict quali-
tative responses, which are the signs of responses, to enzyme perturbations only from 
structural information of the metabolic network. SSA does not need to determine the 
functional forms and parameters of the reaction rates. In other words, SSA removes the 
burden of parameter determination entirely. Because of its parameter-free nature, SSA 
could be widely applicable to chemical bioproduction.

SSA is originally a method to predict qualitative responses of a chemical reaction 
system to perturbations in enzyme amounts (or activities) only from structural infor-
mation of the reaction network. In SSA, change in the chemical concentrations/fluxes 
to a perturbation is given in the form of a rational function of “SSA variables,” which 
are defined as derivatives of reaction rates with respect to chemical concentrations. 
From their definitions (cf. the “Our model” section), the SSA variables vary depending 
on environmental conditions, such as aerobic/anaerobic states, pH levels, and nutri-
ent availability, as well as individual differences among microbes. By the SSA theory, 
whether the rational function is zero or non-zero, indicating the absence or presence 
of a response, is unambiguously determined from the structural information of the 
network alone. Furthermore, the sign of the rational function, indicating a positive 
or negative response, could potentially be determined by considering the signs of 
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SSA variables, which are usually deducible from general considerations or biological 
knowledge. However, if the range of the rational function happens to include zero, 
its sign becomes undeterminable. For example, when a rational function is a subtrac-
tion of two positive variables, its sign depends on the quantitative values of these 
two variables. We refer to such structurally undeterminable response predictions as 
“indefinite predictions.” Indefinite predictions are true as the general consequences of 
responses drawn from structural information alone, which SSA aims to obtain rather 
than specific consequences.

However, these indefinite predictions in SSA can present practical challenges in the 
application to specific species and culture environments for chemical bioproduction, 
due to the necessity of precisely detecting reactions to up-/down-regulate. They often 
arise in complex and intertwined metabolic networks. Indeed, the central metabolic 
pathway analyzed in this study exhibits many indefinite predictions (Supplementary 
Table  S1). As mentioned above, the SSA variables vary depending on the environ-
mental conditions, fluctuating in accordance with the individual differences among 
microbes. For specific microbial species and culture environments, constraining 
the possible values of SSA variables on the basis of environmental information may 
decrease the number of indefinite predictions. This implies that application meth-
ods of SSA using environmental information are practically beneficial for chemical 
bioproduction.

In this study, we propose BayesianSSA, a Bayesian statistical model that extracts envi-
ronmental information from perturbation datasets collected in environments of inter-
est and integrates it into SSA predictions. BayesianSSA considers the variables of SSA 
as stochastic variables, and they are estimated using the perturbation data. Although 
BayesianSSA introduces new parameters to estimate, it still requires fewer parameters 
per reaction than kinetic modeling requires. For example, for a one-substrate reaction, 
BayesianSSA requires one parameter while kinetic modeling with the Michaelis-Menten 
equation requires two parameters, Vmax and Km . In addition, BayesianSSA does not need 
to explore the functional forms of the reaction rates. The introduction of stochastic vari-
ables in BayesianSSA brings two additional advantages. First, it allows for the considera-
tion of the uncertainty caused by individual differences among microbes. The variables 
of SSA may depend not only on environmental conditions but also on individual differ-
ences among microbes, and considering their uncertainty may contribute to predictive 
performance. Second, it enables a probabilistic interpretation of indefinite prediction by 
positivity confidence values. These values are defined as the probability that the predic-
tive response is positive. We report the results of applying BayesianSSA to synthetic and 
real datasets of the central metabolic pathway of E. coli. To validate the practicability of 
BayesianSSA and assess whether BayesianSSA can integrate environmental information 
into SSA predictions, we compared predictive performances between BayesianSSA and 
a base method, which is the same as the BayesianSSA model but utilizes an initial prior 
distribution without incorporating perturbation datasets, as well as a naive Bayes model 
on these datasets. Utilizing environmental information may enhance predictions for out-
of-sample perturbations, where chemical reactions to be perturbed are not included in 
the sample used to fit BayesianSSA for a given target chemical. To examine this effect, 
we evaluated predictions of out-of-sample perturbations by BayesianSSA.
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Theoretical background
Structural sensitivity analysis

Algorithm

We explain the SSA algorithm  [10, 11] briefly in this section. Consider the following 
ordinary differential equation (ODE):

where xm is the concentration of the m-th metabolite, J is the number of different reac-
tions, νm,j is the (m, j) element of the stoichiometric matrix ν that indicates metabolites 
as rows and reactions as columns, Fj(·) is the j-th reaction rate function, which shows 
the reaction flux, kj is the reaction rate constant of the j-th reaction, x = (x1, . . . , xM)T 
is the vector of metabolite concentrations, and M is the number of different metabolites. 
Under the situation where the system obeys this ODE and the assumption that Fj mono-
tonically increases with respect to kj , the SSA algorithm can derive the rational function 
of a response to a perturbation of the j-th reaction. Here, the perturbation and response 
are represented as an operation changing kj to kj + δkj [11] and the change in metabolite 
concentrations/reaction fluxes from the initial steady-state to the eventual steady-state 
after the perturbation, respectively.

The first step of the SSA algorithm is to make a matrix R(r) . The (j, m) element of R(r) , 
denoted by rj,m , is equal to ∂Fj/∂xm . We write non-zero elements of R(r) collectively as 
r ∈ R

P , with P being the total number of non-zero values in R(r) . That is, the matrix R(r) 
indicates the dependence of reactions to metabolites. For example, rj,m > 0 if the m-th 
metabolite is a substrate of the j-th reaction and rj,m = 0 otherwise. Using the matrix 
R(r) , the matrix A(r) ∈ R

(J+L)×(M+K ) is defined as

where 0L×K ∈ R
L×K  is a zero matrix, whose elements are all zero, 

C = (c1, . . . , cK ) ∈ R
J×K  , ck is the k-th basis of ker ν , which indicates the right null space 

of ν , K is the number of the bases of ker ν , D = (d1, . . . ,dL) ∈ R
M×L , dl is the l-th basis 

of ker νT , which indicates the right null space of ν , and L is the number of the bases of 
ker νT . Note that A(r) is in general a square matrix, i.e., J + L = M + K  . A sensitivity 
matrix is defined as

Here, the (m, j) element of S(r) ∈ R
(M+K )×(J+L) is proven to be equal to a constant mul-

tiple of a quantitative response of the m-th metabolite concentration/flux to a perturba-
tion of the j-th reaction/conserved quantity [11]. Even though we calculate the sensitivity 
matrix, we cannot determine the quantitative response value. However, each element of 
the sensitivity matrix has the same sign (positive, negative, or zero) as the corresponding 

dxm

dt
=

J
∑

j=1

νm,jFj(kj , x),

A(r) :=















R(r) −C

−D
T

0L×K















,

(1)S(r) := −A(r)−1.
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quantitative response value, enabling us to discuss qualitative responses. Although flux 
responses are represented as sets of reactions that are non-zero in ck , we can obtain a 
flux response corresponding to each reaction by calculating linear combinations. Let 
T(r) ∈ R

J×(J+L) be a matrix indicating the responses of each reaction flux, which can be 
written as

where S(r)M+1:M+K ,1:J+L ∈ R
K×(J+L) is a block matrix of S(r) , which is extracted from 

the (M + 1)-th to (M + K )-th rows.

Qualitative response prediction

SSA can predict qualitative responses (positive, negative, zero, or indefinite) to pertur-
bations using only structural information, which is the metabolic network and the con-
straints on the r values. Here, we describe this in a precise way.

Let Q(r) ∈ {−1, 0, 1}(M+J )×(J+L) be the qualitative response matrix, which is given by

where sign(·) is the element-wise sign function, which returns a matrix whose element 
equals 1, 0, and −1 if the sign of the corresponding element of the given matrix is posi-
tive, zero, and negative, respectively. The responses of the m-th metabolite concentra-
tion and the j-th reaction flux to perturbations correspond to the m-th and (M + j)-th 
rows of Q(r) , respectively. We refer to the m-th row and the j-th column of Q(r) as the 
m-th “observation target” and the j-th “perturbation target”, respectively. In addition, we 
call the perturbation experiment/prediction/response for the m-th observation and j-th 
perturbation targets the (m, j) experiment/prediction/response.

Since SSA is concerned with general results of qualitative responses, the elements 
of Q(r) are examined across all possible values of r . It is important to note that there 
are typically constraints on the r values, such as rj,m > 0 , and Q(r) is evaluated within 
these constraints. Let qm,j(r) denote the (m,  j) element of Q(r) ( m = 1, . . . , (M + J ) , 
j = 1, . . . , (J + L) ). The qualitative response for each qm,j(r) can be classified into one 
of four categories; (1) qm,j(r) is zero for any r . This case is a consequence of structural 
properties, as explained by a theorem known as the law of localization and buffering 
structures  [11, 35]. (2) qm,j(r) is positive for any r . (3) qm,j(r) is negative for any r . (4) 
qm,j(r) varies depending on the quantitative values of r , making the sign of the response 
indefinite. For example, including a term r1 − r2 in the symbolic expression correspond-
ing to qm,j(r) makes qm,j(r) positive if r1 > r2 and negative if r1 < r2 , where ri is the i-th 
element of r . These four categories are referred to as zero, positive, negative, and indefi-
nite, respectively.

There are several methods for evaluating qm,j(r) for all possible r . One approach is to per-
form symbolic calculations, regarding r as symbolic variables [10]. Although this method is 
rigorous, it is only practical for relatively small metabolic networks due to its computational 

T(r) := CS(r)M+1:M+K ,1:J+L,

Q(r) := sign
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complexity. An alternative, more computationally tractable method is to draw a sufficient 
number of r samples from an arbitrary probabilistic distribution and numerically evaluating 
Q(r) [36]. This latter approach has inspired us to introduce stochastic variables into SSA in 
this study.

Methods
Our model

In SSA, the predictive response is obtained by considering all cases of r . r depends on 
{

kj
}

j
 

and {xm}m , which, in turn, depend on environmental conditions, such as aerobic/anaerobic 
states, pH levels, and nutrient availability, as well as individual differences among microbes. 
The SSA qualitative response prediction described in the previous section thus focuses on 
the general consequences of responses drawn from structural information alone. We pro-
pose a Bayesian statistical model based on SSA, named BayesianSSA, to integrate environ-
mental information extracted from perturbation data into SSA predictions. We consider a 
probability of each r value, regarding r as a stochastic variable. The BayesianSSA posterior 
probability of r reflects perturbation data and thus extracts environmental information. 
Predicting responses on the basis of the posterior distribution of r and positivity confidence 
values enables us to integrate the environmental information into SSA predictions. A posi-
tivity confidence value, which we proposed in this study, indicates the probability that the 
predictive response is positive. The positivity confidence values enable us to interpret indef-
inite predictions stochastically. We will describe the details in the “Positivity confidence 
value” section.

Prior distribution and likelihood

In this section, we describe the likelihood function and the prior distribution of Bayesi-
anSSA. Suppose that we have a perturbation dataset y , which shows the signs of experimen-
tally observed responses. We define the perturbation record, an element of y , as follows:

where yi is the i-th perturbation record, obtained from the (mi, ji) experiment, and 
“ increase ” and “ decrease ” indicate the cases where the observation target increases and 
decreases when the perturbation target is perturbed, respectively (see the “Qualitative 
response prediction” section for the definition of observation and perturbation targets). 
We consider the probability that yi  = qmi ,ji(r) because experimental errors may occur 
even if qm,j(r) makes the correct prediction, assuming that the likelihood function is the 
following:

where ρm,j ∈ (0, 1) is a parameter indicating the reliability of the (m, j) experiment, and ρ 
is a matrix whose (m, j) element is ρm,j . The likelihood function means that the probabil-
ity of yi is ρmi ,ji if r can accurately predict yi , and is 1− ρmi ,ji otherwise. In other words, 
BayesianSSA assumes that the result of the i-th experiment can stochastically vary in 

(2)yi :=

{

1 if increase
−1 if decrease

,

(3)p(yi|r, ρ) =

{

ρmi ,ji if yi = qmi ,ji(r)
1− ρmi ,ji if yi �= qmi ,ji(r)

,
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accordance with the probability of ρmi ,ji . ρm,j is different for each (m, j), and each (m, j) 
experiment is assumed to have different reliability in BayesianSSA. This assumption is 
reasonable because the distribution of measured values is supposed to be different for 
each (m, j) experiment.

We consider the prior distribution of ρm,j as

where B(·|a, b) denotes the beta distribution probability density function with param-
eters a ∈ R>0 and b ∈ R>0 . The prior distribution of r should be chosen in accordance 
with the constraint on r . A typical constraint on rj,m is rj,m > 0 with the m-th metabolite 
being the substrate of the j-th reaction, and we consider only such type of constraints in 
this study. We used a weighted empirical distribution with samples drawn from a log-
normal distribution as the prior distribution. Specifically, the prior distribution of r is 
the following:

where WE
(

r = r(v)|w
)

 denotes the weighted empirical distribution probability mass 
function with a stochastic variable r , a weight parameter w = (w1, . . . ,wV )

T , and a 
parameter sample set 

{

r(v)
}V

v=1
 , wv > 0 and 

∑V
v=1 wv = 1 , and V is the size of the sample 

set. Here, we generated the parameter sample set 
{

r(v)
}V

v=1
 as follows:

where LN (µ,�) denotes the log-normal distribution with parameters µ ∈ R
P and 

� ∈ R
P×P ( µ and � correspond to the mean and covariance matrix parameter of the 

normal distribution, respectively), and a ∼ D indicates that a stochastic variable a is 
drawn from a distribution D.

The purpose of BayesianSSA is to obtain a better distribution p(r) for calculating posi-
tivity confidence values (Eq. (7)). Therefore, we need the marginal posterior distribution 
p(r|y) . The marginal likelihood is obtained as

where Beta(·, ·) is the beta function, âm,j,v = tm,j,v + a , ˆbm,j,v = fm,j,v + b , and tm,j,v and 
fm,j,v are the number of true and false (m, j) predictions based on r(v) in y , respectively. 
Here, tm,j,v = fm,j,v = 0 for a (m, j) experiment that has not been conducted.

If a continuous prior and posterior distribution is desired, one can use them and obtain 
samples from the posterior distribution using the Markov chain Monte Carlo (MCMC) 
method. Since we discretized the log-normal distribution (Eq. (4)), we can calculate the 
posterior distribution without approximation using MCMC (details are described in the 
“Calculating posterior distribution” section).

p(ρm,j) = B
(

ρm,j|a, b
)

,

(4)
p(r = r(v)) = WE

(

r = r(v)|w
)

= wv ,

r(v) ∼ LN (µ,�),

p(y|r = r(v)) =

∫

p(y|r = r(v), ρ)p(ρ)dρ

=

M+J
∏

m=1

J+L
∏

j=1

Beta
(

âm,j,v , ˆbm,j,v

)

Beta(a, b)
,
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Calculating posterior distribution

The marginalized posterior distribution p(r|y) in BayesianSSA can be calculated by 
normalizing the following formula:

We can omit calculating the constant of this formula, and we derive that

where

We implemented these calculations using the log-sum-exp trick.

Calculating predictive distribution

To evaluate predictive performance, we calculate the predictive probability p(ynew|y) , 
where ynew is a new sample that is not used in BayesianSSA fitting. Using the poste-
rior distribution p(r, ρ|y) (Supplementary Section S1), the predictive probability can 
be obtained as

where

and tnewm,j,v and f newm,j,v are the number of true and false (m,  j) predictions based on r(v) in 
ynew , respectively. The detailed derivation is described in Supplementary Section S2.

p(r = r(v)|y) ∝ p(y|r = r(v))p(r = r(v))

=





M+J
�

m=1

J+L
�

j=1

Beta
�

âm,j,v , ˆbm,j,v

�

Beta(a, b)



wv ,

(5)p(r = r(v)|y) =
g(y, r(v))

∑V
v′=1 g(y, r

(v′))
,

g(y, r(v)) := wv

∏

(m,j)∈�

Beta
(

âm,j,v , ˆbm,j,v

)

,

� :=

{

(m, j) | tm,j,v + fm,j,v �= 0
}

.

(6)

p(ynew|y) =

V
∑

v=1

∫

p(ynew|r = r(v), ρ)

p(r = r(v), ρ|y)dρ

=

∑V
v=1 wv

∏

(m,j)∈�new Beta
(

ânewm,j,v ,
ˆbnewm,j,v

)

∑V
v=1 wv

∏

(m,j)∈�new Beta
(

âm,j,v , ˆbm,j,v

)

ânewm,j,v := âm,j,v + tnewm,j,v ,

ˆbnewm,j,v :=
ˆbm,j,v + f newm,j,v ,

�new
:= � ∪

{

(m, j) | tnewm,j,v + f newm,j,v �= 0
}

,
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Bayesian updating

Bayesian updating, a procedure where the posterior distribution is used as a prior 
distribution for the next estimation, can be easily applied to BayesianSSA. In Bayesi-
anSSA, updating âm,j,v and ˆbm,j,v to ânewm,j,v and ˆbnewm,j,v is equivalent to Bayesian updating 
(Supplementary Section S3). This update is also derived from the fact that the final 
updated posterior distribution in Bayesian updating does not depend on the order of 
the given perturbation data due to Bayes’ theorem [37].

Positivity confidence value

The introduction of stochastic variables r enables interpreting indefinite predictions in 
SSA. We define positivity confidence values as the probabilities that the responses are 
positive for each indefinite prediction. The positivity confidence value of the (m, j) pre-
diction for a distribution p⋆(r) is written as

where Ep⋆(r)[·] denotes the expectation with respect to p⋆(r) , and Ia=b is an indicator 
that is equal to 1 if a = b and 0 otherwise. A higher positivity confidence value indicates 
that the qualitative response is more likely to be positive, and the probability of being 
negative is higher than that of being positive when the positivity confidence value is 
below 0.5. Note that we use the predictive distributions derived in the “Calculating pre-
dictive distribution” section rather than positivity confidence values to evaluate predic-
tive performance on perturbation datasets. This is because positivity confidence values 
do not consider experimental error.

Used data

Metabolic network information

We utilized the central metabolic pathway of E. coli MG1655 used in a previous 
study  [38]. This metabolic network was originally from the EcoCyc database  [39] and 
modified by Trinh et al. [40] and Toya et al. [38]. We preprocessed this dataset as follows: 

1. Remove the biomass objective function.
2. Remove metabolites that have no reactions that produce or use them.
3. Remove reactions that no longer have substrates or products due to the previous 

processes.
4. Integrate cytoplasm and extracellular metabolites.

The second step is necessary to apply SSA to the network because it is typically impos-
sible to calculate the inverse of the matrix A(r) (Eq. (1)) when metabolites not involved 
in the flow are included in the network. Here, metabolites in flow refer to metabolites 
that serve as both inputs and outputs of reactions included in the network. The fourth 
step aims to reduce computation time, and this procedure does not alter the results from 
SSA. After these preprocessing steps, we converted the resulting network into the stoi-
chiometric matrix ν . Constraints on R(r) were determined solely by the metabolic net-
work, where we set rj,m > 0 if the j-th metabolite is a substrate of the m-th reaction and 

(7)cp(m, j) := Ep⋆(r)[Iqm,j(r)=1],
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rj,m = 0 otherwise. The resulting metabolite and reaction lists are shown in Supplemen-
tary Table S2 and Supplementary Table S3. We use the abbreviations in Supplementary 
Table S2 and Supplementary Table S3 in the following.

Synthetic data generation

We generated synthetic data to compare BayesianSSA with random and base methods. 
The synthetic perturbation dataset is generated in accordance with a Bernoulli distribu-
tion with parameters generated in accordance with beta distributions. Then, we replaced 
all 0 with −1 to match the support of the Bernoulli distribution and the range of the 
perturbation record yi (Eq. (2)). We used GND, PTS, and PPC as the perturbation tar-
gets and succinate export (SUCCt) as the observation target. We used a beta distribu-
tion with an expectation is close to 0 for GND and PTS and a beta distribution with an 
expectation is close to 1 for PPC. These distribution settings were in accordance with 
previous reports [41–44]. We used (a, b) = (0.1, 0.3) and (a, b) = (0.3, 0.1) as parameters 
of beta distributions with expectations are close to 0 and 1, respectively. Note that these 
parameters are used only for the data generation and different from the parameters of 
the prior distributions, which are weakly informative. We used 30 as the number of 
records for each perturbation target. The obtained synthetic dataset is shown in Table 1.

Wet lab experiments

We conducted perturbation experiments for the reactions CS, FBP, ICL, LDH, ME1, ME2, 
PCK, PPC, PPS, and PTA. The genes corresponding to the reactions, listed in Table 2, were 
introduced into the plasmid vector pLEAD5 (NIPPON GENE CO., LTD.). We amplified 

Table 1 Obtained synthetic perturbation dataset

Observation target Perturbation target Number of i where yi = 1 Number 
of i where 
yi = −1

SUCCt GND 0 30

SUCCt PPC 25 5

SUCCt PTS 0 30

Table 2 Obtained real perturbation dataset

Observation target Perturbation target Gene of perturbation 
target

Number of i where 
yi = 1

Number 
of i where 
yi = −1

SUCCt CS gltA 2 1

SUCCt FBP fbp 0 3

SUCCt ICL aceA 3 0

SUCCt LDH ldhA 0 3

SUCCt ME1 maeA 0 3

SUCCt ME2 maeB 0 3

SUCCt PCK pckA 3 0

SUCCt PPC ppc 0 3

SUCCt PPS pps 1 2

SUCCt PTA pta 1 2
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the gene sequences using PrimeSTAR GXL DNA Polymerase (Takara Bio Inc.) with E. coli 
DH5α (NIPPON GENE CO., LTD.) as a template sequence. The primer sequences were 
derived from NCBI Genes [45]. The nucleotide sequences of DNAs were analyzed using the 
BigDye� Terminator v3.1 Cycle Sequencing Kit (Applied Biosystems) with SeqStudioTM 
Genetic Analyzer (Applied Biosystems). The nucleotide sequence data were processed 
using GENETYX-Mac NETWORK software, version 15 (GENETYX CORPORATION). 
We introduced the constructed plasmid vectors into E. coli JM109 (NIPPON GENE CO., 
LTD.). The modified strains were aerobically cultured and anaerobically fermented at 37◦ C 
in M9 minimal medium (Thermo Fisher Scientific Inc.). To measure succinate concentra-
tions, we used EnzyChrom Succinate Assay Kit (#ESNT-100, BioAssay Systems) and the 
absorbance meter SH-8000(CORONA ELECTRIC Co.,Ltd.) at 570 nm. The resulting 
absorbance, which is a constant multiple of the succinate concentrations, was normalized 
by the optical density of the bacterial liquid. We calculated the differences between the 
resulting values and the absorbances of controls, which are of a strain with only pLEAD5, 
and the signs of the values were used as the real perturbation data. We constructed and 
measured three replicates for each perturbed reaction. The obtained dataset is shown in 
Table 2. To validate the overexpression, we performed real-time PCR using QuantStudio5 
Real-time PCR system (Thermo Fisher SCIENTIFIC) and confirmed the genes were suc-
cessfully overexpressed (Supplementary Table S4).

Evaluation

Naive Bayes model

To evaluate the effectiveness of incorporating SSA, we constructed a naive Bayes model as 
follows:

where ηm,j ∈ (0, 1) is a parameter indicating the probability that yi = 1 where the i-th 
experiment is of (m, j), and η is a matrix whose (m, j) element is ηm,j . The predictive dis-
tribution of one new perturbation record ynew is as follows:

where n(p)m,j and n(n)m,j are the numbers of the (m,  j) experiments in y where yi = 1 and 
yi = −1 , respectively. We used B

(

ηm,j|1, 1
)

 as the prior distribution.

Cross‑entropy loss

To evaluate the performance of BayesianSSA, we used the cross-entropy loss as follows:

p(yi|η) =

{

ηmi ,ji if yi = 1
1− ηmi ,ji if yi �= 1

,

(8)p(ynew|y) =















n
(p)
m,j+1

n
(p)
m,j+n

(n)
m,j+2

if ynew = 1

n
(n)
m,j+1

n
(p)
m,j+n

(n)
m,j+2

if ynew �= 1

,

CE(N ) = −

N
∑

i=1

log pi(y
new

= yi),
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where N is the number of trials, which means how many times data are added, and 
pi(·) is the i-th predictive distribution of BayesianSSA or the naive Bayes model. The 
i-th predictive distribution is calculated using 

{

yi′
}i−1

i′=1
 . We used pt(ynew = 1) = 0.5 

and pt(ynew = yi) = p1(y
new

= yi) as the “random method” and “base method” to cal-
culate the cross-entropy loss, respectively, to be compared with BayesianSSA. Here, 
p1(y

new
= yi) indicates the initial distribution of BayesianSSA.

Results
mname denotes the index of the observation target in the following. In other words, the 
mname-th observation target is a metabolite or a reaction whose name is “name.” Simi-
larly, jname denotes the index of the perturbation target “name” in the following. Unless 
otherwise stated, we used V = 10000 , wv =

1
V  , µ = 0P , � = IP×P , and (a, b) = (3, 1) as 

the hyper-parameters of BayesianSSA where 0P is the P-dimensional zero vector, and 
IP×P is the P × P identity matrix.

Performance evaluation on synthetic dataset

To compare predictive performance between BayesianSSA and the base method under 
an ideal situation that the experimental error is low, we examined the cross-entropy 
loss CE(N ) (cf. the “Cross-entropy loss” section) on the synthetic dataset shown in 
Table 1. Figure 1 shows the cross-entropy loss trajectory for each method. While cross-
entropy loss values at the last trial of BayesianSSA with (a, b) = (9, 1) , (a, b) = (6, 2) , 
(a, b) = (3, 1) , and (a, b) = (2, 1) are 19.6, 23.3, 21.4, and 22.3, respectively, those of the 
random and base methods are 62.4 and 66.6, respectively. BayesianSSA outperformed 
the random and base method from the perspective of prediction accuracy under the 
ideal situation.

Positivity confidence value transition on pseudo data

To examine the transition of positivity confidence values, we applied BayesianSSA to a 
pseudo perturbation dataset (shown in Table 3) based on the previous studies [41–43]. 

Fig. 1 Cross-entropy loss trajectory for each method on the synthetic dataset. The x - and y-axes indicate the 
number of trials and cross-entropy loss, respectively
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Figure 2 shows the transition of positivity confidence values for increasing SUCCt, i.e., 
cp(mSUCCt, ·) , when fitting BayesianSSA to the pseudo perturbation dataset. We found 
that the positivity confidence values were updated for multiple reactions rather than 
one reaction. The first update (from Fig. 2a to b) shows the EDA (6PG → G3P + PYR) 
positivity confidence value for the production of succinate becomes higher. The sec-
ond update (from Fig.  2b to c) shows the reactions included by the flux from FBP to 
PEP become lower. One of the reaction candidates to increase the SUCCt flux was PPC, 
whose reaction formula was PEP + CO2 → OAA. While the initial PPC positivity confi-
dence value was 0.714 (Supplementary Table S6), the updated PPC positivity confidence 
value was 0.869 (Supplementary Table S7). A previous report showed the succinate pro-
duction of E. coli increases when PPC was up-regulated [44], and the PPC positivity con-
fidence value estimated by BayesianSSA is consistent with the report. Similarly, those 
of GND and PTS were updated from 0.530 and 0.779 to 7.84 × 10−3 and 3.23× 10−2 , 
respectively. Although these results are also consistent with the reports [41–43], they are 
naive because the information of these reports was used directly to fit BayesianSSA. The 
initial positivity confidence values, which were calculated on the basis of the prior dis-
tribution, and positivity confidence values updated with the pseudo perturbation dataset 
are shown in Supplementary Table S6 and S7, respectively.

Table 3 Pseudo perturbation dataset

Observation target Perturbation target yi The 
number of 
records

SUCCt GND −1 10

SUCCt PTS −1 10

Fig. 2 Transition of positivity confidence value for increasing the succinate export flux cp(mSUCCt, ·) . Each 
square indicates a metabolite in the network. Each arrow indicates a reaction, and its color shows the 
positivity confidence value (red and blue) or zero response (grey). The reactions corresponding to the edges 
in this figure are shown in Supplementary Table S5. a Values given by the initial model. b Values given by the 
model updated by 10 perturbation records that yi = −1 where mi = mSUCCt and ji = jGND . c Values given by 
the model updated by 10 perturbation records that yi = −1 where mi = mSUCCt and ji = jPTS in addition to 
the perturbation records of b 
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Performance evaluation on real data

To compare the performances between BayesianSSA and the naive Bayes model, which 
uses only data without SSA, we examined the cross-entropy loss CE(N ) (cf. the “Cross-
entropy loss” section). Figure 3 shows the cross-entropy loss trajectory for each method. 
The perturbation records were randomly shuffled and used in each trial. The loss of 
BayesianSSA is comparable to that of the base method in the early trials but smaller in 
the late trials. While the cross-entropy loss values at the last trial of BayesianSSA with 
(a, b) = (9, 1) , (a, b) = (6, 2) , (a, b) = (3, 1) , and (a, b) = (2, 1) are 14.8, 15.7, 15.4, and 
16.1, respectively, those of the random method, the base method, and the naive Bayes 
model are 20.8, 19.0, and 17.2, respectively. BayesianSSA outperformed the random and 
base methods and the naive Bayes model from the perspective of prediction accuracy. 
While BayesianSSA made a prediction on the basis of the perturbation dataset and SSA, 
the prediction of the base method is only based on SSA. This result suggests that Bayesi-
anSSA can integrate environmental information of the real dataset into SSA predictions. 
Similarly, the difference between BayesianSSA and the naive Bayes is whether or not 
SSA is incorporated. This result also indicates the practicability of BayesianSSA and that 
incorporating SSA into statistical models improves predictive performance.

The main difference between BayesianSSA and the naive Bayes model is in the predic-
tions for out-of-sample perturbations, which are of new (m,  j) experiments. To calcu-
late the predictive distribution of a (m,  j) experiment, the naive Bayes model uses only 
the results of (m,  j) experiments (Eq. (8)) while BayesianSSA uses the results of all the 
(m, j) ∈ � experiments (Eq.  (6)). That is, BayesianSSA can leverage data to predict the 
responses to out-of-sample perturbations through the r posterior distribution. To vali-
date the predictive performance for out-of-sample perturbations, we examined the pre-
dictive probabilities by splitting the real dataset. For example, the predictive probabilities 
of the three replicates for the reaction CS were calculated by fitting BayesianSSA to the 
real dataset except for CS. Figure 4 shows the distribution of predictive probabilities cal-
culated by BayesianSSA for out-of-sample perturbations. Here, each replicate was evalu-
ated separately. The median of the distribution was 0.67, which is better than random 

Fig. 3 Cross-entropy loss trajectory for each method on the real dataset. The x - and y-axes indicate the 
number of trials and cross-entropy loss, respectively
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(0.5), and this result indicates that fitting BayesianSSA contributes to the predictive per-
formance for out-of-sample perturbations.

Positivity confidence values on real data

To interpret the BayesianSSA estimation results, we examined the positivity confidence 
values after BayesianSSA was fitted to the real data whose observation target is the 
succinate export flux. Figure 5 shows the positivity confidence values in the metabolic 
network. All positivity confidence values updated by the real perturbation dataset are 
shown in Supplementary Table S8. We found high positivity confidence values of THD_r 
and NDH ( cp(mSUCCt, jTHD_r) = 0.95 , cp(mSUCCt, jNDH) = 0.92 ), which both use NADH. 
NDH produces Q8H2, which is required for FRD. In the tricarboxylic acid (TCA) cycle, 
ICL, MDH, FRD, FUM_r, and CS show high positivity confidence values ( > 0.85 ). We 
also applied BayesianSSA with another prior distribution of r , which is based on log-
normal distributions with random parameters, to the real dataset (Supplementary Figure 
S1). All positivity confidence values using this prior distribution are shown in Sup-
plementary Table  S9. The reactions with cp(m, j) > 0.85 are almost shared in the two 
BayesianSSA results. The only difference is the presence or absence of NDH (cf. Supple-
mentary Table S8 and Supplementary Table S9). These results suggest that BayesianSSA 
is robust to changes in the prior distributions of r . We have also examined other obser-
vation targets besides succinate export flux and found that they can also be updated to 
high positivity confidence values (Supplementary Figure S2 and S3).

Positivity confidence values calculated by the BayesianSSA posterior distribution were 
consistent with previous reports. The positivity confidence values of CS and ICL, which 
are included in the glyoxylate pathway, were high. The glyoxylate pathway was reported 
as an essential pathway for succinate production [46, 47]. Similarly, the reductive path-
way, which includes FUM_r and FRD, was reported as another essential pathway  [46, 
47]. Despite these consistencies, other previous reports for several reactions, such as 
PPC [44] and PTS [42, 43] are inconsistent with our results.

Fig. 4 Distribution of predictive probabilities calculated by BayesianSSA for out-of-sample perturbations. 
Each value was calculated for the real dataset for new (m, j) perturbation. The white dot indicates the median 
of the distribution
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Posterior distribution of r

To examine the differences between the prior and posterior distribution of r , we com-
pared p(r|y) with p(r) . Figure 6 shows p(r) and p(r|y) on the first and second prin-
cipal components of 

{

r(v)
}V

v=1
 . We found that the posterior distribution had several 

peaks where the prior distribution only had one peak. This result indicates that the 

Fig. 5 Positivity confidence values by BayesianSSA to increase the succinate export flux on metabolic 
networks. The positivity confidence values were calculated by BayesianSSA fitted to real data. Each square 
indicates a metabolite in the network. Each arrow indicates a reaction, and its color shows the positivity 
confidence value (red and blue) or zero response (grey). The reactions corresponding to the edges in this 
figure are shown in Supplementary Table S5

Fig. 6 Contour plots of the prior (a) and posterior (b) distributions of log r . The x- and y-axes indicate the first 
and second principal components, respectively
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distribution of r is tailored to several cases of environments in which the used dataset 
was collected.

Discussion
We demonstrated the effectiveness of BayesianSSA on the basis of predictive perfor-
mance using the real perturbation dataset where the observation target is the succinate 
export flux (SUCCt). BayesianSSA outperformed the base method (Fig. 3), which is not 
fitted to the dataset, and this result showed BayesianSSA could integrate environmen-
tal information into SSA predictions. For validation of practicability, BayesianSSA also 
outperformed the random method and the naive Bayes model, and the performance of 
BayesianSSA for out-of-sample perturbations, which are of new (m, j) experiments, was 
better than random. These results show that BayesianSSA can consider the relationships 
between different (m, j) perturbations through r , and that this consideration contributes 
to predictive performance.

We considered ρm,j as a parameter and set the prior distribution in this study. As 
another option, ρm,j can be given by an error rate of the measurement equipment used 
for the perturbation experiment. For example, consider a case where the error distribu-
tion of the used measurement equipment is a normal distribution with a mean param-
eter that equals the true value and a variance parameter σ 2

= 1 as an error distribution. 
If the experimental value obtained by the perturbation is 1, the probability that the true 
value is less than zero is approximately 16%. Therefore, setting 1− ρm,j = 0.16 can make 
BayesianSSA consider the error distribution of the measurement equipment. In this way, 
we can set a certain value of ρm,j . Note that we can easily calculate the posterior distribu-
tion of this model (Supplementary Section S4).

There are two directions for future work related to r . First, the updated p(r) may be 
used for response predictions in another metabolic network. When the reaction rate 
function Fj and the probability distribution of x are equal between the two metabolic 
networks, p(rj,m) can be used in another system that includes the i-th reaction and the 
m-th metabolite. Second, as previously discussed [10], we can consider allosteric regula-
tion. Allosteric regulation is a type of regulation that increases/decreases reaction rates 
as a metabolite concentration increases [48, 49]. We can easily consider allosteric regula-
tion by setting rj,m  = 0 . Technically, rj,m < 0 can be implemented by reversing the sign 
of rj,m after sampling r(v) . However, we need to know the (j, m) pairs that have allosteric 
regulation in advance, and we omitted considering allosteric regulations in this study.

There is room for choice regarding the prior distribution of r . First, continuous dis-
tributions can be adopted. We used the empirical distribution with samples from log-
normal distributions as the r prior distribution for all experiments (cf. Eq. (4)). As long 
as the constraint on r is satisfied, other distributions can be adopted. However, the likeli-
hood function changes discretely (cf. Eq. (3)), and the advantage of adopting a continu-
ous distribution with employing MCMC methods may be limited. Second, ensemble 
approaches for several types of prior distributions may be effective. As shown in Fig. 5 
and Supplementary Figure S1, the effect of the prior distribution is not negligible when 
dealing with a limited sample size. Using several types of prior distributions may con-
tribute to making robust predictions.



Page 18 of 21Hosoda et al. BMC Bioinformatics          (2024) 25:297 

Although we omitted the biomass production processes in this study, considering 
them can improve the representation of real biological activity. One commonly used 
approach in FBA involves optimizing the biomass objective function [18, 19]. However, 
since the biomass objective function depends on the specific strains and environmen-
tal conditions  [50], it is difficult to use the biomass objective function when analyzing 
unfamiliar strains. Another difficulty is that the biomass objective function is a pseudo-
reaction that contains multiple reactions and cannot be treated kinetically. Unlike FBA-
based methods, which can consider biomass production processes as a single reaction, 
kinetics-based methods including BayesianSSA need to faithfully model the biomass 
production process. That is, it is necessary to define the biomass production rate equa-
tions as in a previous study [21].

Utilizing the positivity confidence value calculation (the “Positivity confidence value” 
section) and Bayesian updating (the “Bayesian updating” section) in BayesianSSA, we 
can construct an iterative design-build-test-learn (DBTL) cycle  [51] on the basis of 
BayesianSSA for proposals of reactions to be perturbed. Specifically, the procedure is as 
follows: 

1. Calculate positivity confidence values by Eq. (7).
2. Obtain a proposal of which perturbation and observation targets are validated in 

accordance with positivity confidence values.
3. Conduct perturbation experiments in accordance with the proposal.
4. Update the posterior distributions by Eq. (5).
5. Return to the first step.

One advantage of this scheme is the high efficiency because the experimental validation 
of proposals obtained by BayesianSSA is also a process collecting data for updating the 
BayesianSSA posterior distribution.

Conclusions
In this study, we proposed BayesianSSA, a Bayesian statistical model based on SSA. SSA 
was previously developed as a method to predict qualitative responses to enzyme per-
turbations on the basis of the structural information of the reaction network. However, 
the network structural information can sometimes be insufficient to predict qualitative 
responses unambiguously, which is a practical issue in bioproduction applications. To 
address this, BayesianSSA extracts environmental information from perturbation data-
sets collected in environments of interest and integrates it into SSA predictions. We 
applied BayesianSSA to synthetic and real datasets of the central metabolic pathway of 
E. coli. As a result, BayesianSSA outperformed the base method, which is the same as 
the BayesianSSA model but utilizes an initial prior distribution without incorporating 
perturbation datasets. This result shows that BayesianSSA can successfully integrate 
environmental information extracted from perturbation data into SSA predictions. In 
addition, the positivity confidence values estimated by BayesianSSA for increasing the 
succinate export flux were consistent with the known pathways reported to enhance the 
flux in previous studies. We believe that BayesianSSA will accelerate the chemical bio-
production process and contribute to advancements in the field.
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