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Abstract 

Background: Supervised learning from high-throughput sequencing data presents 
many challenges. For one, the curse of dimensionality often leads to overfitting as 
well as issues with scalability. This can bring about inaccurate models or those that 
require extensive compute time and resources. Additionally, variant calls may not be 
the optimal encoding for a given learning task, which also contributes to poor predic-
tive capabilities. To address these issues, we present Harvestman, a method that takes 
advantage of hierarchical relationships among the possible biological interpretations 
and representations of genomic variants to perform automatic feature learning, feature 
selection, and model building.

Results: We demonstrate that Harvestman scales to thousands of genomes compris-
ing more than 84 million variants by processing phase 3 data from the 1000 Genomes 
Project, one of the largest publicly available collection of whole genome sequences. 
Using breast cancer data from The Cancer Genome Atlas, we show that Harvestman 
selects a rich combination of representations that are adapted to the learning task, 
and performs better than a binary representation of SNPs alone. We compare Harvest-
man to existing feature selection methods and demonstrate that our method is more 
parsimonious—it selects smaller and less redundant feature subsets while maintaining 
accuracy of the resulting classifier.

Conclusion: Harvestman is a hierarchical feature selection approach for supervised 
model building from variant call data. By building a knowledge graph over genomic 
variants and solving an integer linear program , Harvestman automatically and optimally 
finds the right encoding for genomic variants. Compared to other hierarchical feature 
selection methods, Harvestman is faster and selects features more parsimoniously.

Keywords: Feature selection, Hierarchical feature spaces, Knowledge graphs, Integer 
linear programming, Machine learning
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Background
Introduction

Supervised learning from high-throughput sequencing data presents many challenges 
[1, 2]. First among these is the curse of dimensionality, which predisposes learning 
algorithms to overfitting and imposes barriers to scalability [3]. A second critical 
challenge is that raw variant calls may not be the optimal feature encoding for a given 
learning task [4]. The most informative, and biologically relevant encoding of a given 
variant may be at a higher level of organization, such as a perturbation in a particu-
lar exon, transcript, or pathway. This paper addresses both challenges by introducing 
Harvestman, a method that automatically identifies a non-redundant set of relevant 
features chosen from a hierarchy of biological encodings of the raw variants.

Strategies for finding effective representations of the data include feature engineer-
ing methods, which apply domain knowledge to define features a priori, and feature 
learning methods, which apply supervised or unsupervised learning algorithms to the 
task. Feature engineering is largely a manual process, but for that reason it is likely to 
produce encodings that are meaningful to domain experts. Feature learning methods 
are largely automated, but may produce features that are difficult to understand [5, 
6]. Harvestman employs a hybrid approach to finding an effective encoding of the 
data. It first constructs a hierarchy of potential representations for each variant. We 
refer to that hierarchy as the knowledge graph. Our knowledge graph is derived from 
existing genomic annotations and ontologies, to ensure that each putative encoding is 
biologically relevant, but the Harvestman framework can also incorporate alterna-
tive, user-defined knowledge graphs.

Traditional approaches to mitigating the curse of dimensionality fall into two basic 
categories: feature extraction methods and feature selection methods [7]. Feature 
extraction methods find a new lower-dimensional feature subspace using informa-
tion about the current feature space, usually in an unsupervised fashion. Hence, the 
extracted features are not present within the original data, but rather constructed 
from it. Among the most common feature extraction techniques is Principle Com-
ponents Analysis. A downside with such feature extraction methods is that they may 
become unreliable when the vast majority of the input features are irrelevant to the 
prediction task, as is often the case with genomic data [8]. Moreover, the induced 
features are typically linear or non-linear combinations of the input covariates. Such 
representations can be difficult to understand.

Feature selection methods, in contrast, explicitly select informative subsets of 
covariates [9], and do not change the way those features are encoded. Thus, if the 
given features have an intuitive interpretation, the chosen subset will as well. Feature 
selection techniques are typically categorized as being either a filter, a wrapper, or an 
embedded method [10, 11]. Filter-based methods (e.g., ReliefF [12]) rank individual 
features according to some scalar quantity, such as the mutual information between 
the feature and the label. The user then selects the top k features for subsequent 
model-building. Wrapper methods (e.g., CFS [13]) explicitly rank various subsets of 
features, with the highest ranking subset then chosen. Embedded methods select fea-
ture subsets during model building (e.g., by applying L1-regularization).



Page 3 of 19Frisby et al. BMC Bioinformatics          (2021) 22:174  

Harvestman employs supervised hierarchical feature selection under a wrapper-
based regime, as it solves an optimization problem over the knowledge graph designed 
to select a small and non-redundant subset of maximally informative features. In this 
way, Harvestman automatically learns the best feature encoding while performing fea-
ture selection. Critically, we will show that Harvestman is more parsimonious than 
competing hierarchical feature selection strategies, meaning Harvestman selects fewer 
features without sacrificing classifier accuracy.

Harvestman and related work

Traditional feature selection strategies are not intended for hierarchical feature spaces, 
where the parent of a given feature represents an alternative encoding of the same under-
lying observation(s). Harvestman builds on recent techniques [14–16] for solving the 
hierarchical feature selection problem. Let V = {v1, . . . , vm} be a set of features (nodes) 
and let G = (V ,E) be a directed acyclic graph over those features. Here, the topology of 
G encodes the hierarchical relationships among the features (if any) such that a directed 
edge from node vi to vj implies that vj represents a higher level abstraction of node vi . In 
the current paper, G is the knowledge graph that encodes the potential interpretations 
(i.e. feature encodings) for a given set of variant calls (see Fig. 5). Naturally, each vertex/
feature in G will be correlated with its ancestors and descendants, and so it is important 
to identify and eliminate redundant features. The (supervised) hierarchical feature selec-
tion problem is: given G and a set of labeled training instances, select the most informa-
tive and least redundant subset of V.

There are many different hierarchies that might be used to construct the knowledge 
graph from genomic data. Perhaps the most obvious one corresponds to the overlap 
between genomic loci known to play a functional or regulatory role. Here, the terminal 
nodes of G might correspond to specific positions within the genome. Internal nodes 
correspond to higher levels of annotation that denote specific regions in the genome, 
such as transcripts or genes. Alternatively, one might use the existing Gene Ontology 
(GO) hierarchies [17, 18] to define the knowledge graph. The GO graphs describe the 
cellular components, molecular functions, and biological processes associated with each 
gene and its products. Unlike genome annotations that relay structural information 
about specific genomic regions, GO annotations provide broader information about the 
systems and processes that changes to these regions may affect. Combining the knowl-
edge contained by multiple annotation types thus captures a fuller picture for genomic 
variation. Harvestman’s strategy is thus to combine any given graphs into a unified 
hierarchy that represents a wide range of potential interpretations of the raw variants. In 
the current paper, Harvestman combines a graph extracted from the genome annota-
tion with the three GO graphs.

Hierarchical feature selection is a relatively new area of research. Harvestman 
is most closely related to a recent greedy algorithm by Ristoski and Paulheim named 
SHSEL [14], as both approaches seek to maximize feature relevance while reducing 
feature redundancy. The SHSEL algorithm has two steps. In the first step, SHSEL itera-
tively processes the graph from the leaves to the root. A node is removed from G if it is 
uncorrelated with the label (i.e.  irrelevant), or highly correlated with one of its ances-
tors (i.e. redundant). In the second step, SHSEL computes the average relevance of the 
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remaining nodes along each path from the root to a leaf. A node is removed if its rel-
evance is below-average on a given path. The SHSEL algorithm is elegant, but it is not 
guaranteed to output an optimal set of features (i.e., those that are both maximally rel-
evant, and least redundant). Like Harvestman, SHSEL is also a supervised approach. 
While we focus this work on supervised methods, we recognize that unsupervised 
methods have also been explored [16].

Applications of hierarchical feature selection to biology and medicine have been 
reported, including the HIP (select Hierarchical Information Preserving features) and 
MR (select Most Relevant) algorithms [15, 19, 20]. Like Harvestman, these approaches 
use GO to define a hierarchy of binary features, although are intended for the analysis 
of gene expression data rather than genomic variants, and do not incorporate any other 
hierarchy types. Additionally, HIP and MR are intended for lazy-learning, where fea-
ture selection and model building are performed for each new instance. Harvestman 
instead identifies features that work well across a cohort of samples.

As previously mentioned, one limitation of existing hierarchical feature selection 
methods is that they provide no guarantees with respect to the optimality of the chosen 
features. Harvestman, in contrast, formulates the problem as an integer-linear pro-
gram (ILP) where the user specifies an objective function and an optional set of con-
straints. The objective function defines the desired tradeoff between some measure of 
feature relevance (e.g., mutual information) and redundancy (e.g., correlation). The user 
may also specify suitable linear constraints, such as the maximum number of features to 
be selected. An ILP solver then returns a subset of maximally informative and minimally 
redundant subset of features, subject to the constraints, or else reports that no solution 
exists. Ghalwash et al. [21] propose a similar ILP-based method for (non-hierarchical) 
feature selection using expression data. They ultimately relax their ILP to a convex opti-
mization problem, because integer programming is NP-complete. We will demonstrate 
that when using modern ILP solvers, it is possible to perform hierarchical feature selec-
tion over very large knowledge graphs. We note that while Harvestman does make 
simplifying assumptions with the data prior to solving an ILP, the problem presented to 
the ILP is solved exactly. When we refer to the optimality of Harvestman, we are refer-
ring to the value of the user-specified objective.

Results
We evaluated Harvestman in two ways. First, we tested its scalability using the 1000 
Genomes data. Second, we compared Harvestman to existing methods for feature 
selection on a subset of The Cancer Genome Atlas (TCGA) breast cancer data.

Evaluating Harvestman’s scalability using 2504 whole genome sequences

To demonstrate the effectiveness of Harvestman at scale, we apply our method to data 
obtained from the 1000 Genomes Project [22], a large and well-known publicly available 
DNA sequencing data set. In these experiments, we use their most recent Phase 3 data, 
which includes a combination of low-coverage whole genome and high-coverage exome 
sequencing for each of 2504 samples. These samples belong to one of five ethnic super-
populations (African, American, South Asian, East Asian, and European). In this experi-
ment, we perform feature selection and model building with the task of predicting ethnic 
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super-population from DNA sequence, and evaluate Harvestman’s scalability using a 
variety of solvers and progressively more powerful public cloud computing instances.

We run five-fold cross validated experiments using two versions of the knowledge 
graph, one without SNP representation totalling roughly 1.5 million nodes, and one 
with SNP representation totalling roughly 25 million nodes. In Fig.  1 we demonstrate 
both Harvestman and SHSEL as computationally intensive feature selection methods, 
and a simple threshold test as a baseline. Memory usage is not shown, since it remains 
relatively constant across experiments and never exceeds 8 GB. Since the knowledge 
graph is fully constructed while running the inexpensive threshold test, and training a 
multi-class logistic regression classifier takes no more than several seconds, we can use 
threshold timings as a proxy for the time spent loading nodes and edges into memory 
and computing mutual information.

We apply several pre-processing steps before running the feature selection methods. 
Since building an ILP problem with the full graph would take at least two days of pro-
cessing time, we filter nodes from the smaller and larger graphs by applying a mutual 
information threshold of 0.2 and 0.4, respectively. This reduces total feature size to 
between 15,000 and 30,000 and produces no more than 120,000 correlations to consider. 
For ease of reproduction, we limit the selection set size to 1000 and use COIN-OR solver 
with a maximum runtime of 1 h.

While running Harvestman to construct an ILP with four CPU cores, graph con-
struction takes 33% of the runtime in the small graph but as much as 79% of the runtime 
in the SNP-enhanced graph. Harvestman then spends its remaining time computing 
correlations, setting up an ILP problem, and finally running a solver instance. Once the 
instance is constructed, even difficult problems can be solved quickly and economically 
with commercial solvers such as CPLEX. To demonstrate this, we select 5000 features to 
predict ancestry on the SNP-inclusive 1000 Genomes graph, which corresponds to an 

Fig. 1 Harvestman can solve large problem instances in hours. Timing for graph construction and feature 
selection using Harvestman, sHseL, and an MI threshold with access to varying numbers of CPUs on the 1000 
Genome data. The initial graph consisted of 23,393,068 nodes. This figure was generated using Matplotlib 
version 3.2.1
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ILP problem with roughly 70,000 considered features and over 1.2 million correlations 
between them. CPLEX will find an optimal solution in under a minute and six gigabytes 
of RAM. The commercial Gurobi solver and open source COIN-OR solver will not come 
to a solution on such a problem in under 48 h, but are suitable for smaller problems.

Our method, like SHSEL, scales to multiple processors. Each fold of cross-validation 
can be run in separate threads that receive data from a single producer thread, which 
allows us to implement coarse grained parallelism with relative ease. We can achieve 
finer parallelization by dividing the computation of correlations and other graph pro-
cessing tasks as we build the ILP. For solving the ILP, both CPLEX and Gurobi allow 
multiple threads and scaling across multiple machines using message passing. The most 
time consuming steps that must be performed serially are reading the knowledge graph 
and associated feature vectors from the binary files, and accessing the solver API to con-
struct the problem from the processed graph. However, these actions can be performed 
concurrently with the other parts of the program, and do not pose a major hindrance 
with the number of cores available at the range of a high-end desktop or economically-
available cloud instance.

Once the features are selected, training a logistic regression (or any other) classifier 
takes a trivial amount of time, and its memory consumption increases with the number 
of features. Models built with the selected features were able to properly classify ethnic-
ity with over 99% accuracy. This high level of accuracy is expected, as it is known that 
there are strong markers for geographically separated populations scattered throughout 
the genome [22].

Using Harvestman to predict cancer survival outcomes

A difficult yet important problem in cancer genomics is finding markers that are pre-
dictive of patient outcomes. Adding to the difficulty is that the available training data 
may be small, with respect to the number of patients, and/or imbalanced with respect 
to the relative proportions of each outcome. We demonstrate here the effectiveness of 
using our hierarchical representation of DNA sequence data in these settings by building 
models for two binary breast cancer survival outcomes.

Using a curated subset of the TCGA BRCA cancer data, we considered two binary 
endpoints: predicting five-year survival and five-year disease-free survival. The five-year 
survival data set contains 136 samples with a 100/36 outcome ratio. The five-year dis-
ease-free survival data set contains 120 samples with an 89/31 outcome ratio. Sequenc-
ing and survival status data was obtained from [23], and all data was initially processed 
according to the original TCGA specifications [24]. We report results obtained from ten 
different permutations of the data. For each permutation, we held out 30% of the data 
for testing. We did five-fold cross validation on the remaining 70%, and report the cross-
validated accuracy on the holdout set. Thus, each permutation has a unique hold-out set 
and training set. These ten permutations were created to test the robustness of the fea-
ture selection and model building steps. Note that the training and holdout sets for each 
permutation are not identical between endpoints.

For comparison, we also applied the previously described SHSEL hierarchical feature 
selection algorithm [14] and the ReliefF [12] algorithm to the same data partitions. 
ReliefF is a well-known, scalable, but non-hierarchical approach to feature selection. 
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Briefly, ReliefF ranks features according to their ability to discriminate between labels. 
We note that, being a filter method, relieff simply ranks the features. The user then 
decides how many features to include in the classifier.

The main tunable parameter for SHSEL is a similarity threshold, which is analogous to 
Harvestman’s mutual information threshold, t (see Methods). We used SHSEL’s rec-
ommended similarity threshold of 0.99 in our experiments. With relieff, we select the 
top c features, where c is the number of features selected by Harvestman when given 
the same train-test split. We did not place a limit on the number of features Harvest-
man should choose, rather we allow the ILP to simply choose the number of features 
that maximize the objective. For each experiment, an identical knowledge graph was 
used as a starting point for each algorithm. To further show robustness of the method, 
we report classification accuracy obtained with three different classifier types, logistic 
regression (LR) with no regularization, random forest (RF) using 100 trees, and sup-
port vector machine (SVM) with radial basis function kernel. All unspecified classifier 
parameters were left in their default settings.

Harvestman’s knowledge graph is more informative than a binary encoding of raw SNPs

Harvestman is predicated on the idea that the knowledge graph, a hierarchical rep-
resentation of prior knowledge over the human genome, may contain more suitable 
feature encodings than raw SNPs. By construction, the bottom layer of Harvestman’s 
hierarchy consists of annotated SNPs, and further loci-centric annotation comprise the 
higher layers. In order to demonstrate the informative value of the knowledge graph 
with respect to that of SNPs alone, we ran experiments using three segments of the 
knowledge graph: 

1 All node types
2 All node types except SNPs
3 Only SNPs

For both survival endpoints, we initialized knowledge graphs using starting MI thresh-
olds of 0.05, 0.075, 0.1, and 0.125. For cases (1) and (2) above, we then applied Harvest-
man’s ILP-based feature selection strategy. We trained classifiers on the selected feature 
subsets as well as with the SNPs from each graph alone, and report the model AUC as a 
function of feature counts in Fig. 2. Each data point in Fig. 2 corresponds to one of the 
four initial knowledge graphs, where the initial MI threshold decreases moving from left 
to right. We do not perform further feature selection on segment 3 (only SNPs). With 
respect to the five year survival endpoint, the number of nodes in segment 3 is less than 
the total number of nodes selected by Harvestman on segments 1 and 2. In contrast, 
the number of segment 3 nodes is more comparable to those selected on segments 1 and 
2.

For both endpoints, the features selected by Harvestman from segment 1 and 2 
knowledge graphs achieve a higher AUC than those for segment 3 ( p < 0.05 , paired 
t-tests), and this behavior generalizes across three classifier types. This suggests that 
features encoded within the knowledge graph are more informative for these classifica-
tion tasks than are encodings of SNPs alone. Furthermore, there is no difference in AUC 
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when comparing Harvestman over the complete knowledge graph and Harvestman 
over the knowledge graph sans SNPs. This further verifies that the best set of features is 
obtained using portions of the graph representing genomic loci at a broader scale than 
individual SNPs. If this were not the case, then we would expect Harvestman sans 
SNPs to perform more poorly than Harvestman over the complete knowledge graph. 
Additionally, Harvestman is still able to identify these informative, higher level fea-
tures even when presented less informative SNP nodes. We conclude that the knowledge 
graph effectively encodes genomic features better than using raw SNPs alone.

Recall that the knowledge graph is built from two primary sources—genomic loci-
based annotations and the GO hierarchy. To evaluate the relative contributions of both 
components to these two prediction tasks, we ran experiments where we limited the 
construction of the knowledge graph to each of these constituent parts. Tables 1 and 2 
show results when using Harvestman on these knowledge graphs applied to the five-
year survival and five-year disease-free survival endpoints, respectively. For simplicity, 
these results focus on the most lenient MI threshold (0.05) and use only a single clas-
sifier type (logistic regression). For these two endpoints, the differences in model AUC 
make it apparent that the Genomic portion of the knowledge graph is more informative 
than the GO portion. While the raw number of selected Genomic features is also much 

Fig. 2 The knowledge graph is more informative than raw SNPs. AUC as a function of feature counts for five 
year survival (top) and five year disease free survival (bottom) obtained with logistic regression (left), random 
forest (middle), and SVM (right). Each point in each figure corresponds to a knowledge graph that has been 
filtered by one of four MI thresholds (0.125, 0.1, 0.075, and 0.05.). The points are ordered from left to right in 
order of decreasing MI thresholds. Harvestman selects different numbers of features (x-axis), depending on the 
input graph. Comparisons are made using models trained on binary encodings of SNPs that passed those 
same thresholds. This figure was generated using Matplotlib version 3.2.1

Table 1 Harvestman applied to the five-year survival endpoint over a full knowledge graph (GO + 
Genomic) and both of its constituent components (GO, Genomic)

Values shown are averaged over five-fold cross validation, and AUC was obtained from a logistic regression classifier

Knowledge graph Selected count AUC 

GO + GENOMIC 23,939 0.74

GO 85 0.58

Genomic 23,836 0.74
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higher, the net reduction in features chosen from each graph relative to its initial size is 
similar, as the GO graph starts with approximately 43,000 nodes, whereas the Genomic 
graph starts with greater than 2 million.

Harvestman selects fewer features than sHseL without sacrificing model AUC 

Given the success of using the knowledge graph compared to an encoding of SNPs alone, 
we next compare Harvestman to SHSEL and relieff over knowledge graphs contain-
ing each node type. Using the same initial MI filters as before, we show in Fig.  3 the 
AUCs of three different classifiers on both survival tasks as a function of the number of 
features selected by each method. We also include as a natural baseline a model trained 
on all features that passed each initial threshold.

Reducing the dimensionality of data is the primary goal of any feature selection strat-
egy. In each experiment, we find that Harvestman selects significantly fewer features 
than SHSEL or the threshold baseline ( p < 0.05 , paired two-sided t-test).

As the initial graph increases in size, this effect becomes increasingly more pro-
nounced. In the case of the most lenient threshold used (0.05), we find that SHSEL 
selects nearly 60,000 features from the five year survival knowledge graph and 40,000 
from the five year disease free survival, and does not improve much upon the threshold 

Table 2 Harvestman applied to the five-year disease-free survival endpoint over a full knowledge 
graph (GO + Genomic) and both of its constituent components (GO, Genomic)

Values shown are averaged over five-fold cross validation, and AUC was obtained from a logistic regression classifier

Knowledge graph Selected count AUC 

GO + GENOMIC 11,671 0.68

GO 107 0.55

Genomic 11,497 0.68

Fig. 3 Harvestman is more parsimonious than sHseL, meaning it selects fewer features than sHseL without 
sacrificing model AUC. AUC as a function of feature counts for five year survival (Top) and five year disease 
free survival (bottom) obtained with logistic regression (left), random forest (middle), and SVM (right). In each, 
Harvestman is applied to complete knowledge graphs with MI thresholds 0.125, 0.1, 0.075, and 0.05, moving 
left to right. This figure was generated using Matplotlib version 3.2.1
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baseline. This is compared to about 20,000 and 15,000 features respectively with Har-
vestman. Thus, Harvestman is more effective, in terms of reducing total feature 
counts for these two endpoints.

When we consider the underlying AUC of each trained model, we see several patterns 
that depend on classifier type and the survival endpoint. With respect to disease free 
survival, there is a general trend that as we decrease the initial threshold, the AUCs tend 
to increase or plateau, as each feature selection strategy chooses larger numbers a fea-
tures that are used in training. The highest average AUC measured overall corresponds 
to Harvestman using LR, though SHSEL and ReliefF obtain the highest AUCs when 
using RF or SVM, respectively.

In general, we note that all models obtain higher AUC in the five year survival setting 
compared to five year disease free survival. With the LR classifier, we found no statisti-
cally significant differences between model AUCs, though note that the best overall AUC 
was obtained by a model using SHSEL. RF and SVM classifiers show evidence of overfit-
ting, as AUC tends to decrease as the number of features increases. Note that the scal-
ing of the AUC and feature count axes indicate these differences are not as stark as they 
may at first seem, as AUC varies by less than 0.2 across experiments using both classi-
fiers. In any case, this trend occurs independent of feature selection strategy. With SVM, 
there is no statistical difference between AUCs across experiments. With RF, there are 
instances where a ReliefF model (initial MI threshold 0.125) and Threshold model (ini-
tial MI threshold 0.05) outperform the Harvestman model. In the Threshold case, we 
note that Harvestman had selected significantly fewer features in that experiment. The 
most common result is that model AUCs obtained with each feature selection method 
are statistically indistinguishable for a given MI threshold and classifier type. In general, 
this means that Harvestman can select fewer features than the hierarchical method 
SHSEL and the baseline threshold method without sacrificing model AUC. Harvest-
man is thus more parsimonious than SHSEL.

Comparing selected feature sets by average correlation

It is desirable for feature selection algorithms to select non-redundant features. We 
investigated the redundancy of features selected by each algorithm over knowledge 
graphs by computing pairwise correlations between subsets of selected features. For 
each experiment, we randomly selected 1000 features selected by each feature selec-
tion strategy, and report in Fig. 4 the absolute values of pairwise Pearson correlations 
between those features.

In both endpoints, we notice some similar trends. For one, ReliefF consistently selects 
the most redundant features. While both Harvestman and SHSEL consider pairwise 
similarity of hierarchically related features as a means of reducing redundancy among 
their selected feature subsets, ReliefF does not. It therefore makes sense that Harvest-
man and SHSEL should select less redundant features than ReliefF. Among features 
that pass the initial mutual information threshold, ReliefF selects a redundant subset, 
which is why ReliefF also has higher pairwise correlation than the Threshold.

With respect to the two hierarchical feature selection methods, we notice that as the 
initial MI threshold decreases, there is a more pronounced difference between pairwise 
correlations obtained by Harvestman relative to SHSEL. For both endpoints, when 
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considering knowledge graphs constructed with MI thresholds 0.05 and 0.075, features 
selected by Harvestman have lower pairwise correlation compared to SHSEL, and the 
differences are statistically significant. For thresholds 0.1 and 0.125, Harvestman does 
not select less redundant subsets. Since lower initial thresholds correspond to larger 
initial knowledge graphs, this suggests that Harvestman is more adept at finding less 
redundant features in larger problem instances. Additionally, where Harvestman is 
able to select fewer redundant features than SHSEL, so too is it able to select fewer fea-
tures than the MI baseline, whereas SHSEL is unable to improve upon the baseline.

Discussion
In comparison to alternative methods, Harvestman tends to make more parsimonious 
selections, meaning smaller or similar sized subsets of features. Smaller feature subsets 
are desirable for both practical and statistical reasons. In particular, smaller subsets may 
be easier for humans to interpret and understand, and will produce simpler models that 
are less likely to overfit the training data. Additionally, standard results from statistical 
learning theory [25] show that the number of samples required in order to successfully 
learn a discriminative model is linear in the VC dimension [26] of the hypothesis space. 
The VC dimension for most models is typically linear in the number of parameters [27] 
which, in turn, is at least linear in the number of input features. Like SHSEL, our method 
uses a knowledge graph to guide feature selection. However, as the knowledge graph 
increases in size, Harvestman is more aggressive when it comes to eliminating redun-
dant features.

By construction, each node (feature) in our knowledge graph corresponds to specific 
genomic annotation. This makes it straightforward to relate prior knowledge to the clas-
sification task at hand, and strengthen existing relationships or forge new ones. Mov-
ing forward, we look to strengthen our knowledge graph by adding more diverse sets of 
annotation, particularly those that identify regulatory elements across the genome. This 
can help make the graph more directly interpretable, and may make inspecting selected 
features instructive. While our experiments are performed over our knowledge graph, 
we note that Harvestman and SHSEL are easily configured to use any suitable knowl-
edge graph.

Fig. 4 Harvestman selects fewer redundant features than other methods as graph size increases. The average 
absolute pairwise correlation of 1000 randomly sampled selected features for each selection algorithm for 
both the five year survival (Left) and five year disease free survival (Right). Error bars denote standard errors 
over ten runs with different train-test permutations. This figure was generated using Matplotlib version 3.2.1
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Harvestman provides an additional degree of customization through the ILP 
objective. In particular, the ILP objective function specifies the global properties of 
the resulting feature set. For example, users can control the size of the set and adjust 
the tradeoffs between feature relevance and redundancy. SHSEL, in contrast, per-
forms feature selection via explicit graph traversals. That is, SHSEL selects features 
based on local properties in the graph, while Harvestman solves a global optimi-
zation problem, exactly. Harvestman’s ILP-based formulation also facilitates the 
enumeration of multiple, distinct solutions, a capability not provided by SHSEL. This 
means that after the first solution is found, it is possible to force the ILP solver to find 
a second solution with the same objective value if one exists. In this way, it is possible 
to generate multiple solutions. In general, it is possible to augment a given ILP objec-
tive with arbitrary constraints, and then re-run the solver. In particular, we could add 
constraints that force the ILP to find a solution that differs from the previous by some 
minimum number of features. In future work, we envision exploring this functionality 
as a means to identify robust features by solving iterative ILP problems. Since integer 
programming is NP-complete, one drawback with these approaches is that there is no 
guarantee that they can be solved quickly. While the commercial CPLEX solver works 
well on the problems we tested, it is likely that there exists problems where the solver 
would not perform as efficiently. We leave effort towards relaxing Harvestman’s ILP 
formulation to the easily solvable LP case for future work.

We note that it is straightforward to adapt Harvestman to incorporate additional 
data types (e.g.  expression data). The knowledge graph does not need to be a con-
nected graph. Thus, it is easy to incorporate additional hierarchies, even isolated fea-
ture nodes. This same capability means that it is possible to evaluate different ways of 
constructing internal nodes. In our experiments, the binary vectors associated with 
the internal nodes of the knowledge graph were primarily constructed using logical 
or’s. If desired, one could create and include additional graphs where the binary vec-
tors are constructed using logical and’s or any other user-specified function. This 
capability may be useful when it is unclear which relationships among features best 
reflect the true relationships between features. While our experiments were per-
formed on binary-valued features, the approach is capable of incorporating numeric 
features. In principle, many functions can be used to create parent feature vectors 
from their child nodes, including those that take and emit real values. As an exam-
ple, we envision this functionality could be used to create nodes that represent gene 
expression.

Finally, in evaluating Harvestman’s performance in selecting features and making 
predictions for survival endpoints in cancer, it is important to consider potential limita-
tions of this data and prediction task. For one, survivorship is a complex issue that has 
many contributing factors. While genetics certainly plays a role in the likely survival and 
treatment options available to those with cancer, there are other environmental and life-
style factors, such as tobacco usage [28] or age [29], that also contribute to survival. Fur-
thermore, the small sample size and imbalanced nature of the data further contribute to 
making this feature selection and prediction task a difficult enterprise. Still, within this 
challenging setting, Harvestman was able to identify predictive feature subsets, and 
thus expose specific genomic markers that may play a role in cancer survival.
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Conclusion
We have introduced Harvestman, a new approach to supervised hierarchical feature 
selection, and demonstrated it on our knowledge graphs built from high-throughput 
sequence data. Using the 1000 Genomes Project, we show Harvestman scales to thou-
sands of genomes, and demonstrate that we can perform feature selection quicker with 
Harvestman than the hierarchical feature selection method SHSEL when allocated 4, 
8, or 16 CPUs. Next, using breast cancer data from The Cancer Genome Atlas, we show 
that Harvestman selects a rich combination of representations used to predict five 
year patient survival and disease status, and that these representations perform better 
than a binary representation of SNPs alone. Finally, we compare Harvestman to exist-
ing feature selection methods, hierarchical (SHSEL) and otherwise (ReliefF), and dem-
onstrate that our method is more parsimonious—it selects smaller and less redundant 
feature subsets while maintaining accuracy of the resulting classifier.

Methods
Harvestman performs automatic feature learning, feature selection, and model build-
ing in three steps: (i) hierarchy construction; (ii) optimal hierarchical feature selection; 
and (iii) model building. These steps are described in the following subsections.

Fig. 5 Harvestman’s knowledge graph and variant encoding scheme. The knowledge graph is composed 
of the genomic hierarchy (blue boxes) and GO hierarchy (orange boxes). Binary vectors at the genomic 
hierarchy leaf nodes are determined directly from DNA sequences (shown by green bars, variants in 
sequence shown by red boxes). Binary vectors at parent nodes are computed by taking the logical or of 
their child nodes or directly from the DNA sequence. A GO threshold is determined for each GO term from 
variant sequences related to its connected gene nodes. We use this threshold to determine a binary vector 
that reflects whether or not each sample is greater or less than the threshold. This figure was generated using 
Matplotlib version 3.2.1 and OmniGraffle
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Constructing a hierarchy of feature representations

Harvestman leverages hierarchical relationships among potential feature encodings 
to facilitate feature selection. Figure 5 outlines the process of constructing a knowledge 
graph from one or more variant call format (VCF) files. The first step encodes annotated 
variants and structural elements (see Table 3) as a directed acyclic graph. We refer to 
this initial graph as the ‘genomic hierarchy’. Each node in the genomic hierarchy corre-
sponds to a genomic element. The topology of the graph reflects the logical relationships 
among these elements. For example, the children of a node representing a gene will be 
the known transcripts of that gene. Similarly, the children of a node representing a par-
ticular transcript will be the exons contained in that transcript.

To build the genomic hierarchy, we use Reference SNP (RefSNP) [30] and Ensembl 
annotations [31]. Ensembl IDs provide unique identifiers that match regions of the 
genome to structural and functional elements, such as exons, transcripts, genes, and 3 ′  
or 5 ′  untranslated regions. Inclusion of these elements are motivated by the biological 
contributions each can make with respect to certain diseases and phenotypes, particu-
larly in the presence of genomic variation.

Variation on the level of exons, transcripts, and genes perhaps have the most clear 
relationship to observable phenotypes or disease, as each of these elements contrib-
ute to the creation of functional proteins from genomic sequence. Alternative splic-
ing could also be explained by variation at this level, and can contribute to cancer 
[32]. 5 ′  and 3 ′  untranslated regions are critical regulators of post-transcriptional gene 
regulation, and genomic variants in these regions are also implicated in cancer [33]. 
Ensembl also identifies genomic regions with predicted functional roles, including 
transcription start sites, enhancers, and promoters, or those that are associated with 
known peptides. These regions are collectively referred to as ‘biological regions’ or 
‘peptides’ accordingly, and variation in such sites have also been tied to cancer among 
other diseases [34–36]. Associating an Ensembl ID to each node in the graph thus 
makes clear the biological interpretation of each feature.

Harvestman grafts the three Gene Ontology (GO) hierarchies onto the genomic 
hierarchy (Fig.  5, orange nodes). GO is a knowledgebase that relates genes to gene 
products with respect to cellular components, molecular function, and biological 
process. Since each GO term is associated with a specific set of genes, Harvestman 
adds a directed edge from each leaf node in the GO graphs to the appropriate ‘gene’ 

Table 3 The Ensembl IDs that are used by Harvestman, as well as a description of the genomic 
feature type that they represent

Annotation type Description

Genes A known protein or RNA coding gene

Transcripts A known transcript in a coding gene

Exons A known exon in a coding gene

Peptides Identifies sequences associated with a known peptide

UTR 5  or 3  untranslated regions

Bio region A catch-all annotation describing a genomic region 
relevant to some biological process

SNP SNPs annotated by NCBI’s RefSNP database
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nodes in the genomic hierarchy (i.e.  those with annotation ID ‘gene’). These edges 
create a combined graph that includes the initial genomic hierarchy and the GO hier-
archies. We refer to this structure as Harvestman’s knowledge graph.

Harvestman assigns an n-element binary vector to each leaf node in the knowl-
edge graph. Here, n corresponds to the number of samples within the VCF file(s). 
For each leaf node, the algorithm sets bit i to 1 if the ith sample contains a variant 
associated with that node. Otherwise, the ith bit is set to zero. Then, in a bottom-up 
fashion, the algorithm assigns n-element binary vectors to internal nodes by apply-
ing a function that combines the vectors from that node’s children. Various functions 
can be used, including logical or’s, and’s, xor’s, and threshold functions. The frame-
work is general enough that the choice of function can be tailored to suit properties 
or defining characteristics of specific portions of the graph. If desired, multiple func-
tions can be evaluated in the same knowledge graph through a duplication of parent 
nodes. For simplicity, when we refer to the knowledge graph in the following sections, 
we assume each node has been assigned a binary vector.

In our experiments, most vectors were combined by computing a logical or. How-
ever, a threshold function was used at the nodes that were originally leaves in the 
GO graphs. Threshold functions were used at these nodes to avoid saturation of the 
binary vectors (i.e.  vectors of all ones). Recall that edges were created between the 
GO leaf nodes and their associated gene nodes in the genomic hierarchy to create the 
knowledge graph. Each GO leaf node may be associated with many genes, so it is easy 
for their binary vectors to become saturated. Saturated vectors are not informative 
and will therefore never be selected as a feature. If vectors are combined using logi-
cal ors, then any ancestor of a saturated node will also be saturated and so a single 
saturated vector may effectively eliminate an entire subgraph from being selected. We 
avoid this problem by computing a threshold for each GO leaf node. This threshold 
identifies samples that have an accumulation of genomic variants in a given region 
of the genome, which  is a hallmark trait of malignancies [37]. A visual example of 
this procedure is shown in Fig. 5. Let v be an arbitrary GO leaf node. The threshold 
associated with v is based on the statistics of the number of variants that are observed 
among the genes connected to v. Briefly, let µ (resp. σ ) be the average (resp. standard 
deviation) of the number of variants from each sample that map to the genes associ-
ated with v. This is shown as a distribution in Fig. 5. We say that sample i is enriched 
in v if the number of variants in the ith sample that map to any of the genes associ-
ated with v is ≥ µ+ σ . The ith bit of the binary vector associated with v is set to one if 
sample i is enriched for v (these samples are highlighted in red in Fig. 5). Otherwise, 
it is set to zero (shown in green). This threshold function is only used to compute the 
binary vectors for the GO leaf nodes. The remaining nodes from the GO hierarchy are 
assigned binary vectors by computing logical or’s.

It is possible for the binary vectors associated with two nodes connected via an edge 
to be identical. This will occur, for example, if the out-degree of a node is one. When this 
happens, the two nodes are redundant, and there is no need to consider both of them 
during feature selection. We handle this situation by “collapsing” redundant nodes (and 
pathways of redundant nodes) into a single node. This has the benefit of reducing the 
total number of features that need to be considered during feature selection.
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Optimal hierarchical feature selection via integer linear programming

We introduce here an ILP-based approach that identifies relevant and non-redundant 
features based on the mutual information (MI) between the features and the given label, 
and the pairwise correlation between features in the knowledge graph.

Let Bi ∈ {0, 1}n be the binary vector associated with node i in G, and let L ∈ {0, 1}n 
be a binary label vector encoding, for example, the presence or absence of a particular 
phenotype. We denote the mutual information (MI) between Bi and L as I(Bi; L) . This is 
a measure of feature relevance, as it indicates how much information we gain about the 
label after observing feature vector Bi . More precisely, the MI between two random vari-
ables is defined as:

Here, H(L) is the entropy of the labels, L, and H(L|Bi) the conditional entropy of labels, 
after observing binary feature vector Bi . The entropies quantify the uncertainty of the 
corresponding random variables representing the labels and features. Let p(X) denote 
the probability that random variable X = 1 . Then, for b ∈ Bi and ℓ ∈ L we have the 
following:

Thus, high MI between feature vector and the label corresponds to lower uncertainty, 
making such features relevant to classification tasks. MI has commonly and effectively 
been used as a measure of feature relevance in biological settings [38–40].

In practice, we find it useful to pre-filter features using an MI threshold designed to 
eliminate features that are clearly irrelevant. We consider this an information theoretic 
equivalent to variant filtration pre-processing steps common to DNA sequence analy-
ses. Harvestman lets the user specify a threshold, t ≥ 0 , and it pre-filters feature i if 
I(Bi; L) < t.

The knowledge graph contains many highly correlated features by construction. Highly 
correlated features provide little or no additional information and increase model com-
plexity, and so should be eliminated. We denote the correlation between features i and j 
as Corr(Bi,Bj) . We used the Pearson correlation coefficient in our experiments, although 
many other measures of correlation between binary features can be used [41]. Harvest-
man pre-computes the correlations between all pairs of features that pass the MI filter 
outlined above.

We include correlations of only a subset P of all feature pairs when solving the ILP. We 
consider correlations between all pairs of features that share a common ‘gene’ node as an 
ancestor. Additionally, because two different genes may overlap, we also consider cor-
relations between pairs of features that have overlapping gene nodes as ancestors. Next, 
to account for relationships between nodes across the genomic and GO hierarchies, we 
include all pairs of features that fall along a directed path within the knowledge graph. 

(1)I(Bi; L) = H(L)−H(L|Bi)

(2)

H(L) = −

n∑

j=1

p(ℓj) log p(ℓj)

H(L|Bi) = −

n∑

k=1

p(bk)

n∑

j=1

p(ℓj|bk) log p(ℓj|bk)
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Any pair of features fitting the above requirements that are at least moderately corre-
lated (Pearson correlation ≥ 0.3 ) are included in P.

The elements of P are included as terms in the ILP objective, which is defined as 
follows:

Each feature i is associated with a binary decision variable, wi , and each feature pair, (i, j), 
is associated with decision variable zij . If wi = 1 , then feature i is selected. By consider-
ing the absolute value of the correlations, we ensure that anti-correlated unselected pairs 
will not artificially boost the objective value. Parameter � adjusts the relative importance 
between mutual information and pairwise correlation. Parameter c imposes a constraint 
on the maximum number of features to select. If c is set equal to the number of input 
features, the ILP will naturally find the optimal number of features to select. In our 
experiments, we set � = 1 and varied c.

We emphasize that Harvestman’s ILP-based approach to feature selection does not 
involve the construction and evaluation of classifiers (or any predictive model). Whether 
a given feature is selected is determined entirely based on the optimal solution to 
problem (3).

Finally, Harvestman uses standard Machine Learning libraries to train classifiers and 
regression models, after the feature selection step. In our experiments, we used Micro-
soft’s ML.NET machine learning library and scikit-learn [42] for model building. We 
emphasize that model building and evaluation occur after setting aside a hold-out test 
set. This is done to prevent data leakage from the procedure used to select features to 
the procedure used to evaluate model performance. To assess model accuracy, we report 
Area Under the receiver operating Curve (AUC).
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